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Grassland habitat covers about one-quarter of the Earth’s land surface, providing significant contribution to the world’s total agricultural production, plant biodiversity, and carbon sequestration. Remote sensing (RS) provides a practical and cost-effective means for quantifying grassland biophysical and biochemical properties. However, grassland presents a challenge for RS due to the complexity of their spectral response. The advent of hyperspectral RS and the future launch of planned spaceborne hyperspectral missions will open up new possibilities over conventional multispectral RS to better quantify grassland characteristics. In this regard, hyperspectral data, while rich in information, presents a challenge for analysis due to its high dimensionality and multicollinearity. This present study investigated four selected high dimensional multivariate regression methods namely partial least squares regression (PLSR), regularization and shrinkage method Lasso, nonparametric Random Forest (RF) regression, and ensemble method Bayesian model averaging (BMA) to predict grassland leaf area index (LAI) and chlorophyll using field canopy hyperspectral measurements (n=185). For each regression model, three spectral transformations namely continuum-removal, first-derivative, and pseudo-absorbance were evaluated. The results showed that relatively good predictive accuracy could be obtained for canopy-integrated chlorophyll content (cross-validated $R^2=0.760$; relative RMSE=32.1% or 0.28 g m$^{-2}$) and LAI ($R^2=0.719$; relative RMSE=28.9% or 0.81 m$^2$m$^{-2}$), whereas leaf chlorophyll content could be predicted with relatively low accuracy ($R^2=0.492$; relative RMSE=14.8% or 4.45 µg cm$^{-2}$). Multivariate methods utilizing all wavebands (whole spectral analysis) outperformed Lasso which performed waveband selection (optimal spectral analysis), suggesting some loss of information in the latter. Compared to the gold-standard model PLSR, no significant improvement in accuracy was obtained by the alternative multivariate regression models. Further, the spectral transformations in general did not significantly improve the accuracy either. This could suggest that the prediction errors were likely the results of grassland canopy spectral complexity due to heterogeneity such as the presence of different grass species having different canopy architecture. Therefore, approaches that explicitly account for structural differences such as model stratification based on species, incorporation of multiple structural parameters as in 3-D radiative transfer model for heterogeneous canopy, and data integration with radar or lidar capable of extracting the structural parameters are potentially useful.

Analysis of the identified important wavebands revealed the usefulness of wavebands in the far near-infrared and shortwave-infrared region attributed to water and carbon-based compound absorption features, for the prediction of both LAI and chlorophyll. Further, exclusion of wavebands in water absorption region to simulate spaceborne retrieval revealed the high significance of red edge bands. Consequently, our spectral simulation showed that, while not achieving prediction accuracy (CCC) as high as hyperspectral sensors, optical sensors with wavebands placed across the full optical domain (400-2400 nm) and importantly in the relatively narrow red edge region (such as Sentinel-2 MSI) offer a promising upscaling potential given their relatively high spatial resolution, provided that sufficient radiometric calibration and atmospheric correction are performed accordingly.

Overall, this study concluded that utilizing hyperspectral data and high dimensional multivariate statistical analysis allowed for successful estimation of grassland LAI and canopy chlorophyll content, provided useful insights on important wavebands, and concurrently on the upscaling potentials of the retrievals using sensors with different spectral resolutions.
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</tr>
<tr>
<td>FDR</td>
<td>First derivative reflectance</td>
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</tr>
<tr>
<td>LOOCV</td>
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<td>Machine learning regression algorithm</td>
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<td>Multispectral</td>
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<td>NAOC</td>
<td>Normalized area over reflectance curve</td>
</tr>
<tr>
<td>NDVI</td>
<td>Normalized difference vegetation index</td>
</tr>
<tr>
<td>NEE</td>
<td>Net ecosystem exchange</td>
</tr>
<tr>
<td>NIR</td>
<td>Near-infrared</td>
</tr>
<tr>
<td>NPP</td>
<td>Net primary productivity</td>
</tr>
<tr>
<td>OLI</td>
<td>Operational Land Imager (Landsat-8)</td>
</tr>
<tr>
<td>OLS</td>
<td>Ordinary least squares</td>
</tr>
<tr>
<td>OOB</td>
<td>Out-of-bag</td>
</tr>
<tr>
<td>OSA</td>
<td>Optimal spectral analysis (feature selection)</td>
</tr>
<tr>
<td>PAI</td>
<td>Plant area index</td>
</tr>
<tr>
<td>PAR</td>
<td>Photosynthetically active radiation</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PCR</td>
<td>Principal component regression</td>
</tr>
<tr>
<td>PIP</td>
<td>Posterior inclusion probability</td>
</tr>
<tr>
<td>PLSR</td>
<td>Partial least squares regression</td>
</tr>
<tr>
<td>PMP</td>
<td>Posterior model probability</td>
</tr>
<tr>
<td>R</td>
<td>Reflectance</td>
</tr>
<tr>
<td>r</td>
<td>Correlation coefficient</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial basis function</td>
</tr>
<tr>
<td>REIP</td>
<td>Red edge inflection point</td>
</tr>
<tr>
<td>RF</td>
<td>Random Forest</td>
</tr>
<tr>
<td>RJ</td>
<td>Reversible jump</td>
</tr>
<tr>
<td>RS</td>
<td>Remote Sensing</td>
</tr>
<tr>
<td>RTM</td>
<td>Radiative Transfer Model</td>
</tr>
<tr>
<td>SLA</td>
<td>Specific leaf area</td>
</tr>
<tr>
<td>SMLR</td>
<td>Stepwise multiple linear regression</td>
</tr>
<tr>
<td>SPAD</td>
<td>SPAD-502 leaf chlorophyll meter (Minolta, Inc.)</td>
</tr>
<tr>
<td>SVR</td>
<td>Support vector regression</td>
</tr>
<tr>
<td>SWIR</td>
<td>Shortwave-infrared</td>
</tr>
<tr>
<td>VIP</td>
<td>Variable importance for projection (PLSR)</td>
</tr>
<tr>
<td>VIS</td>
<td>Visible domain (light)</td>
</tr>
<tr>
<td>WSA</td>
<td>Whole spectral analysis</td>
</tr>
<tr>
<td>WT</td>
<td>Wavelet transform</td>
</tr>
<tr>
<td>mtry</td>
<td>RF parameter: number of randomly selected covariates</td>
</tr>
<tr>
<td>nRMSEcp</td>
<td>Cross-validated relative (to mean) root mean square error</td>
</tr>
<tr>
<td>ntree</td>
<td>RF parameter: number of trees</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

1.1. Background and motivation

1.1.1. Remote sensing of vegetation: moving towards hyperspectral RS applications

With the advent of space technology, remote sensing (RS)—a technique for gathering information by a device without being in contact with the target—for Earth observation (EO) has provided a fast, efficient, non-destructive, and relatively low cost means (in contrast to traditional ground in situ survey methods) to retrieve various land and ocean surface characteristics over a large area all around the planet in the last fifty years since the first environmental satellites were launched in the 1960s (Wang et al., 2005; Tomppo et al., 2008; Jones & Vaughan, 2010, p. 92; Pu & Gong, 2011; Homolová et al., 2013). These techniques have been made possible based on the physical principle that different materials reflect and absorb light differently at different wavelength of the electromagnetic (EM) energy. In other words, objects can be characterized from their unique spectral signature. Among the various types of sensors, the sensors operating in the optical region of the EM (that is, visible and reflective infrared (near infrared and shortwave infrared)) have dominated the Earth observation system. This is especially true for vegetation application as most of the diagnostic absorption features of green vegetation are located in the optical part of the EM spectrum (Kokaly et al., 2009; Ustin et al., 2009).

Initially acquiring light reflectance from targets in only a few broad wavelength intervals (known as broadband or multispectral sensor), further sensor development in the early 1980s (Goetz, 2009) has led to increasingly more detailed measurement at finer spectral resolution—the hyperspectral sensor—recording light reflectance in a large number (typically hundreds and even thousands) of narrow contiguous wavelength intervals (or spectral bands) revealing full spectral signature of targets of interest (Figure 1). Hyperspectral RS increases the number of information (reflectance) collection channels from 3-10 to 100-1000, and increasing the spectral resolution from over 100 nm to 1-10 nm. This improvement in spectral resolution is needed as most terrestrial materials are characterized by spectral absorption features as wide as just 20-40 nm (Hunt, 1980).

Hyperspectral RS has improved the estimations of vegetation parameters and plant traits as compared to previous retrievals from traditional broadband multispectral data (Lee et al., 2004; Goetz, 2009; Zhao et al., 2007). Traditional multispectral data contains limited information in a few broad spectral bands and typically one feature such as the normalized difference vegetation index (NDVI) employing two broad bands (NIR and red) is used for studying all vegetation characteristics. Hyperspectral data with hundreds of narrow bands has offered possibilities to establish unique features such as unique indices (hyperspectral narrowband vegetation indices (HNBVI) employing two, three, or more of the available bands) to study specific vegetation attributes: hyperspectral water/moisture indices to study plant water or moisture, hyperspectral biomass and structural indices to study biomass, hyperspectral biochemical indices to study plant pigments, hyperspectral lignin-celullose index, and so on (Thenkabail et al., 2014). HNBVI has improved the accuracy in modelling and mapping vegetation properties by about 10 to 30 per cent over broadband indices (Haboudane, 2004; Bolton & Friedl, 2013; Thenkabail et al., 2013).
To date, hyperspectral data have been used to retrieve plant biochemical parameters including non-pigment (i.e., nutrient) biochemical such as nitrogen (Huang et al., 2004; Axelsson et al., 2011; Wang et al., 2012, Ramoelo et al., 2013), water content (Casas et al., 2014; Mirzaei et al., 2014), phosphorus (Mutanga et al., 2004; Axelsson et al., 2011), and lignin/cellulose (Daughtry et al., 2004; Zhao et al., 2007); as well as pigment biochemical such as carotenoids (Blackburn, 2007), anthocyanins (Ustin et al., 2009), and especially chlorophyll (Yang et al., 2007; Zhao et al., 2007; Darvishzadeh et al., 2008; Lemaire et al., 2008; Qu et al., 2008; Atzberger et al., 2010; Axelsson et al., 2011; Huang & Blackburn, 2011; Navarro-Cerrillo et al., 2014). Biophysical parameters retrieved from hyperspectral data include fractional vegetation cover/crown closure (Boschetti et al., 2003; Pu & Gong, 2004; Guerschman et al., 2009; Somers et al., 2009), biomass/leaf mass per area (Casas et al., 2014; Schlerf et al., 2005; Ramoelo et al., 2013), and even more extensively, leaf area index (Boschetti et al., 2003; Casas et al., 2014; Schlerf et al., 2005; Lee et al., 2004; Yang et al., 2007; Haboudane, 2004; Pu & Gong, 2004; Darvishzadeh et al., 2008), as well as other structural parameters such as specific leaf area (Wittenberghe et al., 2014), diameter-at breast height and mean tree height (Schlerf et al., 2005; Cho et al., 2009).

Five major planned spaceborne hyperspectral missions are expected for launch in the near future (2015+ and 2020+), demonstrating the increasing recognition of the importance of hyperspectral remote sensing worldwide. The increasingly available airborne and spaceborne hyperspectral data has stimulated and sustained research interest to design new methods or to improve existing methods of retrieving the vegetation parameters from the unprecedented wealth of information in hyperspectral data (Lee et al., 2004).

1.1.2. Methods for vegetation retrieval from hyperspectral RS: statistical vs physically-based model

Two general approaches are now both being developed for retrieving vegetation characteristics from hyperspectral RS namely the empirical or statistically-based approach which accounts for a single plant trait at one time, and the physically-based approach which essentially attempts to represent (to model) the complex light scattering regime (the radiative transfer model (RTM)) involving multiple vegetation and other parameters at once (Dorigo et al., 2007).

Between the two approaches, the empirical or statistically-based methods have evidently been dominating and remained a viable approach in the field of hyperspectral RS of vegetation due to being simple, fast,
and efficient, despite their lack of robustness and transferability (that is, they are potentially sensor, site, species, and time/season specific) in comparison to the potentially more robust physically-based methods (le Maire et al., 2004; Main et al., 2011). This is due to the still unresolved limitations of the physically-based models mainly the need for accurate auxiliary data on their many parameters, the model assumptions or boundary conditions (simplifications) to represent the scattering regime, the computational demand, and the ill-posed (non-unique solution) nature of the RTM inversion (Combal et al., 2003; Dorigo et al., 2007). The latter is caused by the fact that several combinations of the vegetation canopy biophysical and biochemical parameters result in similar spectral signature (Fang, 2003; Darvishzadeh et al., 2008; Main et al., 2011; Casas et al., 2014; Rivera et al., 2014). For these reasons, statistical approach continues to play an important role in hyperspectral RS of vegetation (Zhao et al., 2013) and improvement in statistically-based retrievals remains a high interest.

1.1.3. Importance of leaf area index (LAI) and chlorophyll

A review of hyperspectral RS studies (Pu & Gong, 2011; Homolová et al., 2013) in the last decade reveals the ever-increasing efforts in estimating two widely-studied critical vegetation parameters, namely the leaf area index (LAI) and chlorophyll. LAI and chlorophyll (which is related to and considered as operational proxy measurement of leaf nitrogen (Homolová et al., 2013)) are among the land surface characteristics important in ecosystem modeling which have been successfully estimated from remote sensing and Earth observation data (Turner, Ollinger, & Kimball, 2004).

In the broader context, LAI is also one of the more than fifty candidates of the essential climate (terrestrial) variables (ECVs) to be implemented in the Global Climate Observing System (GCOS) required to support the work of the United Nations Framework Convention on Climate Change and the Intergovernmental Panel on Climate Change (IPCC) (Bojinski et al., 2014). Plant chlorophyll on the other hand is related to species phenological traits which is a strong candidate of the essential biodiversity variables (EBVs)—an initiative inspired by the ECVs—which are currently under development by the Group on Earth Observations Biodiversity Observation Network as a follow up action to the IPCC-like mechanism for biodiversity known as the Intergovernmental Science Policy Platform on Biodiversity and Ecosystem Services (IPBES) (Larigauderie & Mooney, 2010; Pereira et al., 2013). From practical perspective, both LAI and chlorophyll have the potentials to be fully and directly estimated from remote sensing and Earth observation data.

LAI, generally defined as one-half (one-sided) the total surface area of leaves per unit ground area (m² m⁻²; a dimensionless quantity) (Watson, 1947), is an important structural parameter closely related to energy and mass exchange processes between terrestrial ecosystems and atmosphere such as photosynthesis, respiration, transpiration, the carbon and nutrient cycle, and rainfall interception (Pu & Gong, 2011; Verrelst et al., 2012a). Thus, spatially-continuous (map of) LAI is a necessary input to various spatially distributed biogeochemical, ecosystem, and crop growth models to quantify these processes especially over a large area (Fischer et al., 1997; Colombo et al., 2003), for example the FOREST-BGC (Running & Coughlan, 1988), BIOME-BGC (Running & Hunt, 1993), and WOFOST (Diepen et al., 1989). Figure 20 (Appendix A) illustrates (albeit rather simplified) the intricate interrelationship between LAI and chlorophyll plant traits, and ecosystem processes (see text under caption).

Chlorophyll is the most important plant pigment and organic molecule on Earth found in the chloroplasts of green plants, which controls the amount of solar radiation that a leaf absorbs, and hence the photosynthetic potential and consequently primary production (Richardson et al., 2002; Davies, 2004; Gitelson et al., 2006). Therefore, total vegetation (canopy) chlorophyll is the plant trait most directly relevant for estimating plant productivity (such as crop yield) and carbon sequestration potential of
vegetation (Gitelson et al., 2006). This leads to the possibility of a new framework to estimate productivity (GPP: gross primary productivity) as the product of total canopy chlorophyll and incoming photosynthetically active sun radiation (Gitelson et al., 2006; Peng et al., 2011). Chlorophyll is useful for diagnosis of plant stress (Zarco-Tejada et al., 2002; Baltzer & Thomas, 2005; Kopáčková, 2012), nutrient management and precision agriculture (Schellberg et al., 2008) as it has been increasingly used as operational indicator of leaf nitrogen (Moran et al., 2000; Johnson, 2001; Homolová et al. 2013). Furthermore, the absorption features of chlorophyll along with other biochemicals such as leaf water have been found useful in mapping species composition and distribution (Kokaly et al., 2009; Siebke & Ball, 2009).

1.1.4. Importance of grassland habitat

Grasslands habitat (mainly pastures) covers some 26 per cent (3.44 billion hectares) of the Earth’s land surface which is about twice that of arable land, and therefore contributes considerably to the world’s total agricultural production (FAO, 2008; Schellberg et al., 2008). In some areas in temperate climate zones of Central Europe and in Northern America, intensively managed grassland adds more than 80 per cent to the agricultural land and hence substantially supports the production and output of milk and beef. Therefore, grassland (forage) production (yield) and quality are strongly linked to animal husbandry (Schellberg et al., 2008). In addition, grassland also accounts for almost half of 234 Centers of Plant Diversity (CPDs), and together stores 34 per cent of global terrestrial carbon stock (White, Murray, & Rohweder, 2000). Most of the precision agriculture research and development have focused on application in arable crops rather than on grassland (Schellberg et al., 2008).

In RS domain, grassland, especially mixed-species grassland, still presents a challenge for prediction of biophysical and biochemical properties due to the complexity of their spectral response. Grassland reflectance is complicated by the presence of a high fraction of non-photosynthetic vegetation (NPV) and exposed soil (He, Guo, & Wilmshurst, 2006; Beeri et al., 2007), grazing impact (Numata et al., 2007), and species heterogeneity creating complex canopy architecture (Cho et al., 2007; Darvishzadeh et al., 2008a; Darvishzadeh et al., 2008b). The unique spectral complexity of grassland canopies requires local studies at field level (proximal, using field spectrometer) to understand their basic spectral characteristics as a necessary step to assess the potential for upscaling the remote sensing retrieval to broader spatial scales using imaging spectrometer at airborne or spaceborne level (Numata, 2012).

1.2. Research problem and significance

Review of the literature (Table 8, Appendix B) reveals that a majority of hyperspectral studies for LAI and chlorophyll estimation has been carried out in agricultural cropland (15 out of 29 studies) and forest ecosystem (13 out of 29). There seems to be still limited number of studies in grassland ecosystem (4 studies). In addition, as was reviewed in more detail in Chapter 2, hyperspectral data is characterized by high dimensionality and multicollinearity and hence its utilization presents a challenge. Various statistical methods have been employed, and we have observed the following methodological trend: (1) The move from univariate methods based on hyperspectral narrowband indices towards multivariate methods; (2) The need for both optimal-spectral-analysis (band selection) and whole-spectral-analysis methods; and (3) The recent adoption of non-parametric machine learning regression algorithm.

Therefore, this present study addresses a two-fold research problem in the realm of hyperspectral RS of LAI and chlorophyll, namely (1) the apparent lack of hyperspectral RS studies of grassland LAI and chlorophyll; and (2) the need for methodological inter-comparison studies concerning hyperspectral data analysis using multivariate statistical methods. Based on the methodological review (presented in Chapter 2), the following methods known for their ability to cope with high dimensional multicollinear nature of
hyperspectral data and for their interpretability (i.e., providing a measure of predictor (band) importance) have been selected for inter-comparison purpose:

- Partial least squares regression (PLSR) (the gold standard, linear, whole spectral analysis) which provides variable importance for the projection
- Least absolute shrinkage and selection operator (Lasso) (linear, optimal spectral analysis) which performs variable selection
- Random Forest (RF) regression (non-parametric/non-linear, ensemble (tree)-based whole spectral analysis) which provides permutation-based variable importance known as out-of-bag (OOB) error
- Bayesian model averaging or BMA (linear, ensemble-based whole spectral analysis) which provides posterior inclusion probability (PIP)

To our knowledge, these selected (justification in Chapter 2) potentially useful high-dimensional regression methods have not been compared in hyperspectral studies. Moreover, to our knowledge, Lasso and RF have not been tested for retrieval of LAI and chlorophyll from hyperspectral data, while only one study has used BMA (Table 8, Appendix B). The comparative analysis in this present study allows us to gain an insight on the performance of optimal spectral analysis vs whole spectral analysis, and whether the non-parametric (non-linear) model offers significant improvement over the conventional linear parametric methods. The study benefit from field spectral measurements which allow the evaluation of the selected high dimensional regression methods by minimizing other confounding factors (perturbing signals) such as atmospheric noise, mixed pixel effect (different land covers), and viewing geometry, all which affect the canopy signal at airborne or spaceborne measurement.

1.3. Research objectives

The aim of the present study is to evaluate the estimation of LAI and chlorophyll content in Mediterranean heterogeneous grasslands from field hyperspectral measurement using multivariate statistical methods. In particular, the focus is on evaluating the high-dimensional multivariate methods selected from methodological review in Chapter 2. The study area is the Majella National Park, Italy.

The specific objectives are:

1. To estimate LAI, leaf, and canopy chlorophyll content in heterogeneous grassland using field hyperspectral measurement and partial least squares regression (gold standard model), Lasso, Random Forest regression, and Bayesian model averaging.

2. To investigate the influence of spectral transformations namely continuum-removal, first-derivative, and pseudo-absorbance on the accuracy in predicting LAI, leaf, and canopy chlorophyll content using the above-mentioned multivariate regression models.

3. To investigate the effect of spectral resolution on the retrieval accuracy using the “optimum” (highest accuracy) model, and concurrently assess the upscaling potential (spectral domain) to existing and planned optical Earth-observation missions.
1.4. Research questions

The research questions include:

1. To which degree (assessed by predictive accuracy i.e. cross-validated coefficient of determination $R^2_{cv}$, and relative root mean square error $nRMSE_{cv}$) grassland LAI, LCC, and CCC can be predicted from field hyperspectral measurement?

2. Which of the three grassland variables (LCC, LAI and CCC) can be most accurately predicted (highest $R^2_{cv}$ and lowest $nRMSE_{cv}$)?

3. Which of the four investigated multivariate regression models (in combination with input spectral transformation) can most accurately predict LCC, LAI, and CCC (i.e., which model is the “optimum” model)?

4. Which wavebands in the investigated models (and corresponding absorption features) are characterized to predict grassland LAI, LCC, and CCC?

5. How is the predictive accuracy of the “optimum” model in (3) affected by varying spectral resolution using the existing and planned optical sensors?

1.5. Research hypothesis and anticipated results

The research hypothesis or anticipated results associated with the above research questions are as follows:

1. Utilizing field hyperspectral data, there is high correlation ($R^2_{cv} > 0.5$) and very low $nRMSE_{cv}$ (<10%) between estimated and measured LAI, LCC, and CCC.

2. CCC can be predicted with significantly higher accuracy (higher $R^2_{cv}$ and lower $nRMSE_{cv}$) than LCC and LAI.

3. Non-parametric Random Forest regression model applied to continuum-removed reflectance achieves the highest predictive accuracy for all grassland variables i.e., LCC, LAI and CCC. The predictive accuracy is significantly higher than the gold standard model PLSR.

4. In the investigated models, wavebands attributed to chlorophyll absorption features in the visible domain are most frequently selected/highest ranked for LCC and CCC retrieval, while wavebands in the red edge and near-infrared domain are most important for predicting LAI.

5. Sensors with higher spectral resolution give relatively higher prediction accuracy than sensors with lower spectral resolution.
2. LITERATURE REVIEW

This chapter introduces the basic physical principle of hyperspectral RS of LAI and chlorophyll, and subsequently reviews the relevant statistical-based methodology applied to hyperspectral data for vegetation application in general, and LAI and chlorophyll estimation in particular. The purpose was to identify the potential promising methods which need further investigation, or new method which has not been tested before for the particular task of estimating LAI and chlorophyll from hyperspectral measurements.

2.1. Hyperspectral RS of LAI and chlorophyll: the physical principles

Solar radiation arriving on a surface is either reflected, absorbed or transmitted. For leaves, solar radiation is either absorbed by leaf biochemical constituents and leaf water, or scattered (reflected or transmitted) by the structural elements such as cell walls (Jacquemoud & Baret, 1990). The nature and amount of reflection, absorption and transmission depend on the wavelength of the EM, incidence angle (which causes either specular or diffuse scattering), surface roughness (leaf cuticular surface), and importantly the differences in the leaf structure and biochemical constituents (Kumar et al., 2001). The main absorbing biochemical in leaves are chlorophyll and other pigments in the visible domain (roughly between 400 and 700 nm), and water as well as various carbon based biochemicals (lignin, cellulose, protein) in the near-infrared (700 to 1300 nm) and shortwave (mid-) infrared (1300 to 2500 nm). This and the fact that leaves and other vegetation elements such as stems and fruits typically contain similar biochemical constituents create a unique overall spectral signature of vegetation as shown in Figure 2 below.

![Figure 2. Typical spectral reflectance curve of vegetation (taken from Pu & Gong, 2011, adapted from Jensen, 2007)](image)

Table 1 lists the complete known absorption features associated to the various plant constituents in the optical domain. However, it is important to note that these known absorption features are from controlled laboratory measurement (in vivo) of dried (pure) plant compounds which may differ from in situ field measurement of fresh leaves (Curran, 1989) where typically the relatively stronger and broader water absorption features tend to mask/obscure the subtler signal from leaf biochemicals in the NIR and SWIR region (Kokaly & Clark, 1999).
Table 1. Known absorption features related to plant compounds (taken from Kumar et al. (2001), compiled from Elvidge (1987), Williams & Norris (1987), Himmelsbach et al. (1988), Curran (1989), and Elvidge (1990); also Horler et al. (1983), Ben-Dor et al. (1997), and Dawson & Curran (1998)). This table was used for waveband interpretation analysis.

<table>
<thead>
<tr>
<th>No</th>
<th>Wavelength (nm)</th>
<th>Absorbing Compounds</th>
<th>No</th>
<th>Wavelength (nm)</th>
<th>Absorbing Compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>430</td>
<td>Chl-a</td>
<td>C24</td>
<td>1736</td>
<td>Cellulose</td>
</tr>
<tr>
<td>C2</td>
<td>460</td>
<td>Chl-b</td>
<td>C25</td>
<td>1780</td>
<td>Cellulose, sugar, starch</td>
</tr>
<tr>
<td>C3</td>
<td>640</td>
<td>Chl-b</td>
<td>C26</td>
<td>1820</td>
<td>Cellulose</td>
</tr>
<tr>
<td>C4</td>
<td>660</td>
<td>Chl-a</td>
<td>C27</td>
<td>1900</td>
<td>Starch</td>
</tr>
<tr>
<td>C5</td>
<td>800</td>
<td>Lignin, tannin</td>
<td>C28</td>
<td>1924</td>
<td>Cellulose</td>
</tr>
<tr>
<td>C6</td>
<td>910</td>
<td>Protein</td>
<td>C29</td>
<td>1940</td>
<td>Water, protein, lignin, cellulose</td>
</tr>
<tr>
<td></td>
<td>930</td>
<td>Oil</td>
<td>C30</td>
<td>1960</td>
<td>Starch, sugar</td>
</tr>
<tr>
<td></td>
<td>970</td>
<td>Water, starch</td>
<td>C31</td>
<td>1980</td>
<td>Protein</td>
</tr>
<tr>
<td></td>
<td>990</td>
<td>Starch</td>
<td>C32</td>
<td>2000</td>
<td>Starch</td>
</tr>
<tr>
<td></td>
<td>1020</td>
<td>Protein</td>
<td>C33</td>
<td>2060</td>
<td>Protein, nitrogen</td>
</tr>
<tr>
<td></td>
<td>1040</td>
<td>Oil</td>
<td>C34</td>
<td>2080</td>
<td>Starch, sugar</td>
</tr>
<tr>
<td></td>
<td>1120</td>
<td>Lignin</td>
<td>C35</td>
<td>2100</td>
<td>Starch, cellulose</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>Water, cellulose, starch, lignin</td>
<td>C36</td>
<td>2130</td>
<td>Protein</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>Water</td>
<td>C37</td>
<td>2180</td>
<td>Protein, nitrogen</td>
</tr>
<tr>
<td></td>
<td>1420</td>
<td>Lignin</td>
<td>C38</td>
<td>2240</td>
<td>Protein</td>
</tr>
<tr>
<td></td>
<td>1450</td>
<td>Starch, sugar, water, lignin</td>
<td>C39</td>
<td>2250</td>
<td>Starch</td>
</tr>
<tr>
<td></td>
<td>1490</td>
<td>Cellulose, sugar</td>
<td>C40</td>
<td>2270</td>
<td>Cellulose, sugar, starch</td>
</tr>
<tr>
<td></td>
<td>1510</td>
<td>Protein, nitrogen</td>
<td>C41</td>
<td>2280</td>
<td>Starch, cellulose</td>
</tr>
<tr>
<td></td>
<td>1530</td>
<td>Starch</td>
<td>C42</td>
<td>2300</td>
<td>Protein, nitrogen</td>
</tr>
<tr>
<td></td>
<td>1540</td>
<td>Starch, cellulose</td>
<td>C43</td>
<td>2310</td>
<td>Oil</td>
</tr>
<tr>
<td></td>
<td>1580</td>
<td>Starch, sugar</td>
<td>C44</td>
<td>2320</td>
<td>Starch</td>
</tr>
<tr>
<td></td>
<td>1690</td>
<td>Lignin, starch, protein</td>
<td>C45</td>
<td>2340</td>
<td>Cellulose</td>
</tr>
<tr>
<td></td>
<td>1730</td>
<td>Protein</td>
<td>C46</td>
<td>2350</td>
<td>Cellulose, nitrogen, protein</td>
</tr>
</tbody>
</table>

Although leaf optical properties are well understood (Jacquemoud & Baret, 1990), vegetation canopy reflectance is also influenced by multiple light interactions between canopy elements (Jones & Vaughan, 2010, p. 49). That is, the radiative properties of the canopy are determined by canopy structure/architecture (biophysical attributes) such as the spatial arrangement and orientation of leaves (i.e. leaf angle distribution (LAD) and foliage clumping) which cause shadow and hotspot effects (Asner, 1998). The variable widely used to describe the canopy structure is leaf area index or LAI (Homolová et al., 2013).

Leaf chlorophyll and LAI have a known influence on the vegetation reflectance. Figure 3 shows how increase in leaf chlorophyll decreases overall reflectance in VIS (less in the low-light-penetration blue wavelengths, more in green) and especially rapidly around chlorophyll absorption maxima in red. Chlorophyll-a has absorption maxima in vivo around 420, 490, and 660 nm and Chl-b around 435 and 643 nm (Kumar et al., 2001; Blackburn, 2007). However, it is also known that in situ Chl-a absorbs at both 450
and 670 nm (Pu & Gong, 2011). Also visible in Figure 3 is the broadening of the Chl absorption in red with increasing amount of chlorophyll, shifting the red edge inflection point—graphically, the point of transition from concave to convex shape, or the point of maximum slope in the reflectance—towards longer wavelengths (Kumar et al., 2001). LAI on the other hand strongly influences the canopy reflectance in NIR. Figure 4 shows the simulated reflectance of varying LAI values (keeping other biochemical and biophysical parameter constant), generally showing increasing NIR reflectance with increasing LAI.

Figure 4. Effect of LAI on canopy reflectance simulated using PROSAIL fixing other leaf and canopy parameters (taken from Jacquemoud et al., 2009).

2.2. Hyperspectral RS of LAI and chlorophyll: a review of statistical methods

In the context of RS of vegetation, the statistical approach models the empirical relationship (regression analysis) between spectral or transformation of spectral data into spectral features and the target vegetation properties. The spectral features extracted from hyperspectral RS include primarily the long developed vegetation indices which are computed by mathematical combination of two (i.e., originally making use the sharp increase in vegetation reflectance from red to NIR in the red edge) or more of the original spectral bands, reviewed in Jones & Vaughan (2010, p. 169-171). The basic form of the spectral indices ranges from simple ratio, simple difference, to the normalized difference form. Further modification made along the way include the soil-line based indices which aims to minimize soil background reflectance from soil below a sparse canopy, atmospherically-resistant indices which purpose is to minimize atmospheric noise/attenuation to the canopy signal by including additional band in the atmospherically-sensitive blue region, and the hybrid of the two.

With the advent of hyperspectral RS, a large variety of hyperspectral narrowband vegetation indices (HNBVI), with carefully selected optimal hyperspectral narrowbands which are sensitive to different vegetation biophysical and biochemical parameters have been formulated, for example as compiled by Pu & Gong (2011), Thenkabail et al. (2011), Roberto et al. (2012), and Roberts et al. (2012). Main et al. (2011) also listed 73 published spectral indices (until 2008) specially formulated for estimating leaf and/or canopy chlorophyll of which a majority of them in principle is based on the red edge feature. The move towards higher spectral resolution data also led to the development of other spectral features such as the red edge inflection position (REIP, e.g. Cho & Skidmore, 2006) using derivative spectra, continuum-removed spectral absorption (band) depths (Kokaly & Clark, 1999), and area under reflectance curves or spectral integration features (Delegido et al., 2010; Li et al., 2014).
Table 8 (Appendix B) lists the studies which use hyperspectral data to estimate LAI and chlorophyll using statistical-based methods in the last two decades.

2.2.1. From univariate to multivariate statistical methods

From reviewing the studies in Table 8 (Appendix B), it is clear that methods based on spectral indices formed with combination of selected narrowbands, the hyperspectral narrow band vegetation indices (HNBVI), have shown their overwhelming dominance (17 out of 29 studies). Spectral indices has always been advocated based on their advantage in that the mathematical transformation (normalization) minimizes the variability in spectral reflectance caused by external factors such as scene illumination differences, soil background reflectance, and atmospheric scattering; as well as internal factors such as leaf angle distribution and canopy structure in relation to the viewing geometry. Indeed, all the efforts to improve the indices revolve around improving the sensitivity (as well as the linearity) of the indices to the biochemical or biophysical quantity (in wide range) of interest and suppressing other unwanted confounding factors (e.g. chlorophyll indices designed to have high sensitivity to foliar chlorophyll but with minimum sensitivity to LAI).

However, despite the development and various proposed modifications of the index forms or optimal wavelengths (the centers and width; although the optical region sensitive to LAI and chlorophyll is somewhat well understood), at present there is still no clear consensus on the best universal HNBVI for robustly predicting LAI and chlorophyll (Ustin et al., 2009; Main et al., 2011; Zhao et al., 2013). The modifications in practice do not generally result in substantial improvements in index performance because although they may emphasize key parts of the response, they also tend to be increasingly sensitive to small errors or noise in spectral measurement (Rivera et al., 2014).

Owing to the drawbacks of the univariate methods based on HNBVI elaborated above, there has been an increasing application of multivariate statistical methods which exploit the full spectra (information) of hyperspectral data instead of the empirically or theoretically (based on knowledge on leaf optical and canopy radiative properties described earlier) selected narrowbands in the visible domain corresponding to absorption features of chlorophyll (Blackburn, 2007), or narrowbands in the red edge and NIR region sensitive to LAI variation. Stepwise multiple linear regression (SMLR), principal component analysis (PCA) and regression (PCR), canonical component analysis (CCA), and partial least squares regression (PLSR) are among the most popular multivariate statistical techniques as shown in Table 8 (Appendix B).

Exploration of all the complete wavelengths often reveals the usefulness of off-absorption-center wavelengths to improve the estimation, especially at canopy scale, in which univariate methods such as HNBVIs based on absorption centers weaken in their performance or sensitiveness due to the effect of complex canopy structure (especially LAI and LAD) on signal propagation from leaf to canopy level (Asner, 1998), and when dealing with multiple species in an attempt to create a more universal/generalized predictive model (Blackburn, 2007; Majeke et al., 2008). The absorption features of pigments in VIS and water and other biochemicals in NIR and SWIR are useful for estimating LAI (Elvidge, 1990). In another study, Main et al. (2011) observes the utility of off-chlorophyll absorption center wavebands (690-730 nm) in estimating LCC for combined species dataset. This can be partly explained by the fact that reflectance at the chlorophyll absorption feature center will saturate even at relatively low chemical concentrations due to the already low light penetration in VIS, as well as the overlapping absorption features of plant compounds which share the same chemical bonds (Kumar et al., 2001). For example, the strong O-H bond is component of absorption feature of water, cellulose, sugar, starch, and lignin. Thus, concerning vegetation reflectance, 1-3 bands may not be enough to represent one specific vegetation biophysical or biochemical property, and incorporating multiple bands (optimal spectral analysis) or even all bands...
(whole spectral analysis)—requiring high-dimensional statistical techniques—can better represent the vegetation property (Darvishzadeh et al., 2008) and is useful to account for the various sources of spectra variability.

2.2.2. The challenge of hyperspectral data analysis with multivariate methods: the curse of high dimensionality

Hyperspectral data containing hundreds and even thousands of contiguous narrow wavebands, while containing much richer information than multispectral data, presents a real challenge when performing multivariate statistical analysis on them. The reason is many of the bands are redundant i.e., highly or even nearly perfectly correlated (Thenkabail et al., 2013; Thenkabail et al., 2014), thus adding more bands do not always necessarily mean adding information content. In other words, hyperspectral data are said to be high dimensional because there are a large number of predictors or features, often much larger than the observations \( p \gg n \), which precludes the use of classical ordinary least squares methods (designed for \( n > p \) problem) for regression analysis simply because when \( p > n \) or \( p \approx n \) the model will be too flexible and graphically the least squares regression line will perfectly fit (overfit) the data points/observations (James et al., 2013, p. 239).

It is therefore needed to perform dimension reduction to hyperspectral data to remove data redundancy i.e., to extract unique information pertaining to specific vegetation biophysical or biochemical variables. In general, hyperspectral data mining and dimension reduction can be done by two procedures namely (1) optimal-spectral-analysis or OSA methods (following Thenkabail et al. (2014)), and (2) whole-spectral-analysis or WSA methods. OSA (also known as feature selection methods) results in a subset of the original wavebands, whereas WSA makes use of all wavebands and include feature extraction methods which create new features by combination of several wavebands (feature space transformation) such as principal components (Bajwa & Kulkarni, 2011).

An example of optimal-spectral-analysis method is the widely used variable selection method SMLR. However, since hyperspectral data are highly multicollinear (adjacent bands are similar), SMLR procedure has been widely criticized as being vulnerable in this setting mainly due to the problem of over-fitting (Curran, 1989; Blackburn, 2007) in which the large number of wavelengths compared with the number of samples and major plant constituents tends to exaggerate the goodness of fit—due to highly biased unconstrained regression coefficients and risk of selection of non-relevant bands simply because they have noise patterns correlated to the response chemical—of the chemical prediction model calibration (Bajwa & Kulkarni, 2011). Grossman et al. (1996) showed the other problems with SMLR for hyperspectral band selection namely that the selected bands were not related to known absorption bands and bands selected in other similar studies, varied among datasets and chemical expression unit (concentration per mass or content per area), and were sensitive to the samples entered into the regression. Using other model selection criteria such as the popular Akaike's Information Criteria (AIC) to guide SMLR search potentially leads the selection of more variables than necessary in high dimensional setting (Mallick & Yi, 2013).

PCA, PCR, and PLSR are examples of whole-spectral-analysis methods, all in principal work by transforming the feature space into low dimensional latent variable \((t < p)\) space, in which the orthogonal (uncorrelated) latent variables (principal components or PLS factors) are simply the linear combination of the original variables (individual bands) (Bajwa & Kulkarni, 2011). The feature space transformation differs in its criterion: PCA and PCR produce components by maximizing the information content (the variance) in the predictor variables space (the hyperspectral narrowbands), whereas PLSR maximizes the information content in both the predictor and response variables space i.e., by maximizing the covariance between them. PCA is an unsupervised method in which the minimum variance threshold is preset to
determine the optimal number of PCs, whereas PCR and PLSR retains the number of components/factors that essentially maximize linear relationship with the response variable (James et al., 2013, p. 231-238).

2.2.3. Optimal spectral analysis vs whole spectral analysis

Both optimal spectral analysis and whole spectral analysis methods for hyperspectral data analysis have their own drawbacks and advantages. On one hand given the redundancy and high dimensional nature of hyperspectral data, a careful selection of most useful bands for a given application—estimating LAI and chlorophyll in this present study—is called for especially to improve the model interpretability in terms of the physiological importance of selected wavebands, which ultimately can help the design and optimal use of future multi- and super- spectral (10-50 bands (Verrelst et al., 2012a)) sensors devoted for vegetation monitoring. The WSA methods on the other hand are typically performed by projecting the original bands into latent variables (principal components or factors), while advantageous as they essentially make use of the entire hyperspectral bands, suffers from not-as-clear interpretability in terms of which of the original bands are most useful as they have been linearly combined into the latent variables. Therefore, it can be argued that both OSA and WSA methods remain equally valuable for hyperspectral data analysis, and there is a need to compare both OSA and WSA.

With regards to the OSA, there is a need for other variable selection methods as alternative to the criticized SMLR. There seems to be a potential of adopting the well-established regularization/shrinkage and variable subset selection methods for high dimensional multivariate linear regression (Mallick & Yi, 2013). The regularization methods in principle overcome the problem of over-fitting in the presence of multicollinearity and under high dimensional setting by imposing some form of penalty (constraint) on the objective (loss) function (i.e., sum of squared error) to control or regularize (to shrink) the model parameter (regression coefficient) estimates from being inflated and causing over-fitting. Among the penalty functions which have been proposed in the literature, the Lasso penalty (Tibshirani, 1996) has gained popularity given its useful property in effectively shrinking the coefficient estimates of the unimportant predictors to zero, thus performing variable (bands) selection improving the model interpretability in addition to accuracy.

Among the WSA-related methods, recently increasingly PLSR—a technique borrowed from chemometrics—has been shown to outperform the conventional stepwise regression (and univariate methods based on HNBVI) in general for estimating foliar biochemistry (as reviewed in Majoke et al., 2008), and in particular LAI and/or chlorophyll (e.g. Darvishzadeh et al., 2008; Atzberger et al., 2010; Herrmann et al., 2011) from hyperspectral data. Additionally, despite transforming original wavebands into latent variables (PLS factors), PLSR provides a measure of variable importance called variable importance for the projection or VIP (Wold, Sjöström, & Eriksson, 2001).

2.2.4. The recent adoption of machine learning regression algorithm

Another noticeable methodological trend from the review of previous studies in Table 8 (Appendix B) is the increasing adoption of machine learning regression algorithms (MRLAs, e.g. as reviewed in Camps-Valls (2009)) in studies retrieving vegetation variables (including LAI and chlorophyll) from hyperspectral RS data such as the artificial neural network (ANN) and Gaussian process regression (GPR). These methods began to be explored thanks to the present unprecedented computational speed and efficiency. Perhaps the biggest improvement by MRLAs is their non-parametric nature (not assuming particular distribution, e.g. unlike the linear regression which assumes normal distribution of the prediction residuals)
and greater flexibility to cope with the strong non-linearity of the functional relationship between the reflectance and the target parameters (Verrelst et al., 2012a).

Previous statistical methods mostly have developed an empirical relationship using simple linear regression, and somehow attempt to consider this non-linearity by a non-linear transformation of the original reflectance values such as logarithmic, inverse logarithmic, and hyperspectral indices (Zhao et al., 2013). Verrelst et al. (2012a) demonstrated the utility of the quite recently introduced kernel family MLRAs namely support vector regression (SVR), kernel ridge regression (KRR), ANN, and GPR for prediction of LAI and chlorophyll of different crop species; of which GPR outperforms the others. However the study used superspectral resolution data simulated at Sentinel-2 and Sentinel-3 configuration, and not the full hyperspectral configuration. Recently, Yi, Shi, & Choi (2011) showed that GPR suffers from large variance of parameter estimation and high predictive errors for high dimensional dataset with correlated covariates. The standard variable (feature) selection approach for GPR using the automatic relevance determination (ARD) covariance function/kernel (Chen & Martin, 2009) can be problematic because the number of hyperparameters (i.e., the lengthscales for each spectral band) will simply be too many in high dimensional setting and consequently can cause over-fitting (Cawley & Talbot, 2010). Thus, despite their flexibility which may improve predictive accuracy to some extent, the emerging MLRA methods are difficult to implement, have high risk of over-fitting, and often lack physical interpretability i.e., behave like a ‘black-box’ (Liang, 2007; Zhao et al., 2013).

Despite the above-mentioned drawbacks of MLRAs, there still seems to be a need to evaluate the performance of the non-parametric model against the conventional parametric statistical methods long dominated the vegetation studies using RS, in particular hyperspectral RS. One important class of the non-parametric model seemingly not as popular as the above kernel-based methods in remote sensing area, which has the attractive property of handling high dimensionality well (where ANN typically fails) without over-fitting, and better interpretability (Ghasemi & Tavakoli, 2013), is the tree (CART: classification and regression tree)-based Random Forest (RF) method (Breiman, 2001). The basic idea behind RF is to improve prediction accuracy by growing a large number of independent learners (decorrelated trees) and obtaining prediction by averaging (consensus) the prediction values from all these learners (trees) in the ensemble (forest) for each sample (observation). This approach is especially useful for dataset with a large number of correlated predictors (Breiman, 2001; James et al., 2013, p. 320) such as hyperspectral data.

RF offers better model interpretability not only by the simpler mathematical concept of the algorithm (simply averaging predictions from all trees) as compared to the kernel family, but also by providing very useful measure of variable importance called the OOB (out-of-bag) error. The importance of each variable is evaluated based on how much worse the prediction would be if the data for that variable were permuted (shuffled) randomly, assessed by the difference in OOB error between the permuted and non-permuted samples aggregated across the entire forest (Kuhn & Johnson, 2013, p. 202). Yet another RF advantage is that is has only two tuning parameters hence not too difficult implementation. Therefore, RF regression seems to be a good candidate of non-parametric (MLRA) method for estimating vegetation variables from hyperspectral data.

Despite their advantages, and successful application in spectroscopic calibration (Ghasemi & Tavakoli, 2013), RF has been used more in classification problem in general RS (Adam et al., 2014), and hyperspectral RS domain (Chan & Paelinckx, 2008) and rarely for regression problem albeit a few studies such as Mutanga, Adam, & Cho (2012), Abdel-Rahman, Ahmed, & Ismail (2013), and Adam et al. (2014).
Finally, another method arises in the literature presented in Table 8 (Appendix B) is the Bayesian model averaging (BMA) (Zhao et al., 2013), which is attractive for high dimensional correlated hyperspectral data as it addresses the uncertainty in selecting the optimal wavebands (and discarding the rest of the bands which may be useful to some extent albeit not the best predictors) for estimating vegetation parameters. BMA differs from the standard ‘single best model’ paradigm in that rather than selecting one best model with one best subset of predictors, it seeks to leverage on all the plausible competing models to improve predictive performance (Hoeting et al., 1999; Wintle et al., 2003). Another salient feature of BMA is that it provides information about the relative variable (band) importance as indicated by marginal probability (relative frequency) of that band being included in the top performing models. Zhao et al. (2013) demonstrated the superior performance of BMA in terms of accuracy and identification of important bands as compared to SMLR and PLSR methods examining a large spectral-chemical dataset representing over 80 tree and crop species across the globe.

2.2.5. The role of spectral transformation

Hyperspectral RS measurement providing full continuous spectral reflectance profile has also made possible the use of spectral transformation techniques adopted from chemometrics field, namely the standard derivatives (often first derivative spectra (FDS)), continuum-removal (CR) and pseudo-absorbance (log-transformed (Log (1/Reflectance))). These spectral transformation techniques serve to enhance and isolate the absorption features of foliar biochemicals of interest, while minimizing unwanted perturbing signal from atmospheric, background (e.g. soil), and water absorption effects; as well as reducing data redundancy (Kokaly & Clark, 1999; Ramoelo et al., 2011). The pseudo-absorbance (log (1/R)) is performed due to the almost linear relation between them and the concentration of the absorbing component (Kumar et al., 2001).

2.3. Conclusion

Based on the review of the statistical methods, four multivariate methods have been identified to be compared in this present study, namely the gold-standard partial least squares regression (PLSR), an optimal-spectral-analysis regularization method Lasso, the non-parametric Random Forest (RF) regression, and the ensemble method Bayesian model averaging. These regression methods were applied together with the original and also transformed spectra using continuum-removal, first derivative, and pseudo-absorbance.
“Everything must be made as simple as possible. But not simpler.” —Albert Einstein (1879-1955)

3. MATERIALS AND METHODS

This chapter introduces the study area and data, the spectral transformations, multivariate regression models, and model validation procedure.

3.1. Study area

Majella National Park (total area 740.95 km²) is located in the southern part of Abruzzo region at a distance of 40 km from the Adriatic sea, encompassing 39 municipalities in the provinces of Chieti, Pescara, and L’Aquila, in Italy, approximately at latitude 41°52’ to 42°14’ N and longitude 13°14’ to 13°50’ E (Figure 5). It is estimated that 75 per cent of all Europe’s flora and fauna species are represented in Abruzzo region, and the park houses over 78 per cent of the mammal species in this region (including the Apennine wolf, Marsicano brown bear, Abruzzo chamois, otter, and roe deer), over 130 bird species, and over 1,700 flora species (of which many are endemic), making the park a significant biodiversity ‘hot spot’ internationally. The park is characterized by a territory dominated by mountains with 55 per cent of its area situated over 2,000 meters above sea level. Owing to the park’s wideness and altitude, many climate types are represented despite the dominant temperate oceanic climate. The park is certified as one of the only 12 parks (having at least 100 km² of wilderness/untouched nature) in the PAN Parks network, a Europe-wide non-governmental organisation founded by World Wildlife Fund dedicated to the preservation of Europe’s natural habitats and fragile ecosystem.

The grasslands (plant formations consist of herbs) occupy approximately 29.5 per cent of the entire protected area. The grasslands have high species richness and are home to many orchids and other rare and endemic species. Numerous birds (some are rare species) occupy the grasslands during spring snowmelt when the area is temporarily flooded to rest and during summer to feed and nest. The grasslands lie in between the oak woodlands at the lower altitudes (400 m to 600 m) and beech forests (1200 m to 1800 m) at the higher altitudes. The dominant grass species include Brachypodium genunense, Briza media, Bromus erectus and Festuca sp. Herbs include Helichrysum italicum, Galium verum, Trifolium pratense, Plantago lanceolata, Sanguisorba officinalis and Ononis spinosa (Cho et al., 2007; Darvishzadeh et al., 2008).
3.2. Data

Data used in this study was collected in a field campaign by Darvishzadeh et al. (2008) between June 15 and July 15, 2005. Field measurement of canopy reflectance, leaf area index (LAI), and leaf chlorophyll was carried out in a total of 191 plots (1 m x 1 m) randomly generated within the grassland strata (based on land cover map provided by the park’s management) in the park’s area.

From each plot, 15 replicates of canopy spectral measurements were taken using GER 3700 spectroradiometer (Geophysical and Environmental Research Corporation, Buffalo, New York) subject to averaging to suppress much of the noise in spectral measurement. The instrument’s wavelength range is 350 nm to 2500 nm, with a spectral sampling of 1.5 nm in the 350 nm to 1050 nm range, 6.2 nm in the 1050 nm to 1900 nm range, and 9.5 nm in the 1900 nm to 2500 nm range. The sensor was held approximately 1 m above the ground at nadir position and observes ground area with 45 cm diameter. To minimize atmospheric perturbations and viewing angle effects, spectral measurements were made on clear sunny days between 11:30 a.m. and 2:00 p.m.

In each plot, LAI was non-destructively measured using Plant Canopy Analyzer LAI-2000 (LICOR Inc., Lincoln, NE, USA). The instrument measures the gap fraction in five zenith angles, using measurements of incoming solar radiation above and below the canopy. The gap fraction is used to estimate effective LAI assuming random spatial distribution of leaves. The measurements were taken either under clear skies with low solar elevation or under overcast conditions, facing away from the sun, on the same day as canopy spectral measurement. In each grass plot reference samples of above-canopy radiation and subsequently five below canopy-samples were taken and averaged. The LAI measured using LAI-2000 corresponds to plant area index (PAI) which includes the photosynthetic and non-photosynthetic
components (Chen et al., 1997). However, non-photosynthetic components were almost non-existent in the study area (Darvishzadeh et al., 2008).

Leaf chlorophyll content (LCC) was non-destructively measured with SPAD-502 Leaf Chlorophyll Meter (Minolta, Inc.) which measures the transmittance in the red (650 nm) and near-infrared (920 nm) wavelength regions. Thirty (30) leaves representing the dominant species were randomly selected in each plot, and their SPAD readings were averaged and converted into LCC (µg cm⁻²) by empirical calibration function (Markwell et al., 1995). The total canopy chlorophyll content (CCC; in g m⁻²) for each plot was obtained by multiplying LCC with the corresponding LAI (CCC = LAI * LCC) (Gitelson et al., 2005; He & Mui, 2010). LCC measurement in six plots were recognized as outliers and were excluded, thus 185 plots with all LAI, LCC, and CCC measurements were analyzed in this present study. Table 2 shows the summary statistics of the grassland variables measured in the field hyperspectral campaign.

Table 2. Summary statistics of the measured grassland variables (n=185). LAI is leaf area index; LCC is leaf chlorophyll content; and CCC is canopy chlorophyll content.

<table>
<thead>
<tr>
<th>Measured variable</th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
<th>StDev</th>
<th>Range</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAI (m² m⁻²)</td>
<td>0.39</td>
<td>2.81</td>
<td>7.34</td>
<td>1.5</td>
<td>6.95</td>
<td>0.53</td>
</tr>
<tr>
<td>LCC (µg cm⁻²)</td>
<td>17.1</td>
<td>30.07</td>
<td>49.66</td>
<td>6.12</td>
<td>32.55</td>
<td>0.2</td>
</tr>
<tr>
<td>CCC (g m⁻²)</td>
<td>0.1</td>
<td>0.87</td>
<td>2.7</td>
<td>0.55</td>
<td>2.56</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Darvishzadeh et al. (2008) showed that due to relatively much higher coefficient of variation for LAI than LCC, CCC is highly correlated with LAI (r=0.94). The correlation coefficient between CCC and LCC is 0.50, and between LAI and LCC is 0.24. CCC therefore contains both structural (LAI) and chlorophyll signal.

3.3. Spectral pre-processing and transformation

3.3.1. Savitzky-Golay filter

After removing very noisy bands below 400 nm and above 2400 nm, the plot-average (15 replicates) spectra was further smoothed using a moving Savitzky-Golay filter (Nevius & Pardue, 1984) with a frame size of 15 data points (2nd degree polynomial). Mathematically, the filter operates simply as a weighted sum of neighbouring values as follows:

\[ x_{j+} = \frac{1}{N} \sum_{h=-k}^{k} c_h x_{j+h} \]  

Where \( x_{j+} \) is the new value, \( N \) is a normalizing coefficient, \( k \) is the number of neighbour values at each side of \( j \) and \( c_h \) are pre-computed coefficients, that depends on the chosen polynomial order and degree.

Next, three spectral transformations were applied to the smoothed spectra, namely (1) standard first derivative, (2) continuum-removal, and (3) pseudo absorbance.

3.3.2. Standard first derivative

The first derivative (Dawson & Curran, 1998) was calculated using a first-difference transformation of the reflectance spectrum as follows:
\[ FDR_{\lambda i} = \frac{R_{\lambda (j+1)} - R_{\lambda (j)}}{\Delta \lambda} \]  

Where \( FDR \) is the first derivative reflectance at a wavelength \( \lambda_i \), midpoint between wavebands \( j \) and \( (j + 1) \), \( R_{\lambda (j)} \) is the reflectance at the \( j \) waveband, \( R_{\lambda (j+1)} \) is the reflectance at the \( (j + 1) \) waveband, and \( \Delta \lambda \) is the difference in wavelengths between \( j \) and \( (j + 1) \).

### 3.3.3. Continuum removal

Continuum removal (CR) was applied to full spectrum from 400 to 2400 nm (Huang et al., 2004; Axelsson et al., 2013) assuming not all the absorption features useful for estimating grassland LAI, LCC, and CCC were exactly known. CR is performed by first approximating the continuum line (the reflectance baseline or albedo) which is the convex hull fitted over the top of a spectrum joining both shoulders of local spectrum maxima. The continuum-removed reflectance of each wavelength \( \lambda_i \) in the absorption band (region bounded by the absorption shoulders), \( R'_{\lambda (i)} \), is then calculated by dividing the original reflectance \( R_{\lambda (i)} \) by the corresponding reflectance value of the fitted continuum line \( R_{c(\lambda)} \) (Figure 6) as:

\[ R'_{\lambda (i)} = \frac{R_{\lambda (i)}}{R_{c(\lambda)}} \]  

The wavelengths at the endpoints (shoulders) which the continuum line connects lie on the hull and therefore have value equal to 1 (the maximum CR value i.e., zero absorption), while the rest of the absorption bands have CR value between 0 and 1 (Mutanga & Skidmore, 2003). This albedo (slope of the continuum line) normalization technique thus enhances/isolates the local absorption features and corrects for the apparent shifts of the band minimum (absorption center) due to wavelength dependent scattering, returning the true absorption band center (Clark & Roush, 1984). CR was performed using the ‘prospectr’ package (Stevens & Ramirez-Lopez, 2013) in R statistical environment (R Core Team, 2014).

It was also investigated if the band depth \( D_{(\lambda \delta)} = 1 - R'_{(\lambda \delta)} \) normalization techniques proposed by (Kokaly & Clark, 1999) and later extended by Curran, Dungan, & Peterson (2001) can improve the linear relationship (assessed by simple Pearson’s linear correlation \( r \)) between band depth and the grassland variables (i.e., LAI, LCC, and CCC). To do this, CR was applied to local absorption features identified visually from the grass reflectance profile. The band depth of each wavelength \( D_{(\lambda \delta)} \) was normalized by: (1) the band depth at the absorption center \( D_c \) into \( BNC_{(\lambda \delta)} \); or (2) the area of the absorption feature \( A_c \) into \( BNA_{(\lambda \delta)} \) as follows:

\[ BNC_{(\lambda \delta)} = \frac{D_{(\lambda \delta)}}{D_c} \]

\[ BNA_{(\lambda \delta)} = \frac{D_{(\lambda \delta)}}{A_c} \]
3.3.4. Pseudo-absorbance
The transformation of the original reflectance into pseudo-absorbance is as follows (Kumar et al., 2001):

\[ A_{(A^\lambda)} = \log_{10} \left( \frac{1}{R_{(A^\lambda)}} \right) \]  \hspace{1cm} (6)

3.4. Regression analysis
Four multivariate statistical methods were tested to build a predictive model for LAI, LCC, and CCC (the three response variables y) from field hyperspectral measurement (the independent variable x), without (untransformed) and with the 3 spectral transformations just described. For each method, a general description of how it works is provided below, followed by the necessary summary of the mathematical foundation.

3.4.1. Partial least squares regression
Partial least squares regression (PLSR) is a linear multivariate model useful to analyze data with many (high dimensional), noisy, and collinear predictors (Wold et al., 2001) the like of hyperspectral data. It is a feature-extraction (projection-based) method for dimension reduction similar to the principal component regression (PCR). Both PCR and PLSR work by transforming the original predictors \( X_1, X_2, ..., X_p \) into uncorrelated latent variables \( Z_1, Z_2, ..., Z_M \) with \( M < p \) (thus lower dimensionality) where \( Z \) is weighted linear combinations (or directions) of the original \( p \) predictors

\[ Z_m = \sum_{j=1}^{p} \phi_{jm} X_j \]  \hspace{1cm} (7)

For some constants \( \phi_{1m}, \phi_{2m}, ..., \phi_{pm}, m = 1, ..., M \). Linear regression model is then fit to the latent variables (i.e., PLS factors) in the more manageable low dimension orthogonal space (\( M \)):

\[ y_i = \theta_0 + \sum_{m=1}^{M} \theta_m z_{im} + \epsilon_i \quad i = 1, ..., n \]  \hspace{1cm} (8)

Where \( \theta_0 \) is the regression intercept, \( \theta_m \) is the regression coefficients for each of the PLS factor \( z \) across the \( n \) observations; \( y_i \) being the response and \( \epsilon_i \) the i.i.d. residuals.

The key is in how the transformation is done: while PCR (which is simply linear regression applied to principal components obtained by principal component analysis PCA) ‘extracts’ the \( M \) latent variables by maximizing the information (the variance) only in the \( p \) predictors (in other words, to seek the direction of \( M \) components that explain most of the variance in the predictors), PLSR improves by maximizing the covariance between the factors \( Z \) and response \( Y \) during the decomposition of the original predictors \( P \). Thus the \( M \) PLS factors importantly also explain most of the variance in \( Y \), improving the prediction

\[ T \rightarrow U \]

\[ \text{Factors} \rightarrow \text{Responses} \]

\[ \text{Sample} \]

Figure 7. Simplified schematic outline of PLSR model. PLSR directly extracts latent variable \( T \) (also called \( X\)-scores) and \( U \) (\( Y\)-scores) from the factors (predictors) and responses, respectively. \( T \) are used to predict \( U \), and then \( U \) are used to construct the predictions for the responses (indirect modelling). Taken from Tobias (1995).
accuracy (Figure 7). The mathematical details on how this is achieved can be found in Wold et al. (2001).

To ensure the best predictive performance, the PLSR model is tuned/calibrated by means of cross-validation (see section 3.5) to obtain the optimum number of PLS factors.

### 3.4.1.1. PLSR Variable Importance in Projection

A useful summary measure of variable importance in PLSR is the VIP (variable importance for the projection). Predictors (spectral bands) which have high VIP scores are predictors which are important for both the modelling (transformation/projection) of PLS factors, and for modelling the response \( Y \). The VIP score for each predictor (waveband) \( \lambda_i \) is computed as follows:

\[
VIP_{\lambda_i} = \sqrt{d} \sum_{k=1}^{h} \frac{v_k (w_{k,\lambda_i})^2}{\sum_{k=1}^{h} v_k}
\]

(9)

Where \( d \) is the number of predictors and \( h \) is the number of PLS factors. The equation shows VIP is computed as the proportion of the fraction of the explained variance of \( X \) expressed by \( v_k \) weighted by the covariance between \( X \) and \( y \) represented by \( w_{k,\lambda_i} \) for each waveband \( \lambda_i \). Typically “VIP scores > 1” rule is used to identify important predictors (Tran et al., 2014). PLSR analysis was implemented using ‘caret’ (Kuhn et al., 2015) and ‘pls’ (Bjorn-Helge, Wehrens, & Liland, 2013) packages in R statistical environment (R Core Team, 2014).

### 3.4.2. Lasso

In high dimensional setting with correlated (redundant) predictors, subset selection such as the conventional stepwise multiple linear regression (SMLR) risks over-fitting the calibration/training data due to inflated (biased) regression parameter (coefficient) estimates, which produces model with low bias but high variance (see Figure 21, Appendix D for further information) i.e., low prediction accuracy when extrapolated to validation/testing data (Kuhn & Johnson, 2013, p. 123). To combat collinearity, it is therefore useful to implement procedure that gives more biased regression model but with lower variance and thus better predictive performance. One way of accomplishing this is by controlling (regularizing or shrinking) the coefficient estimates by adding a “penalty” to the objective/loss function (i.e., sum of squared errors (SSE) in regression). Different penalty functions have been proposed, and this present study used one widely used penalty capable to effectively shrinks some of the coefficients to zero (thus performing variable selection) namely Lasso. That said, other penalties exist (Mallick & Yi, 2013) but they are out of the scope of this present study.

Lasso (Tibshirani, 1996)—short for least absolute shrinkage and selection operator—adds the following penalty function (the second term) called the \( L_1 \) penalty to the standard OLS loss function (the first term, sum-of-squares):

\[
SSE_{L_1} = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 + \lambda \sum_{j=1}^{p} |\beta_j|
\]

(10)

Where as usual \( y_i \) is actual/measured response, \( \hat{y}_i \) is the estimated/predicted response, with \( n \) observations. The penalty is simply constraining the sum of the absolute value of the regression coefficients \( \beta_j \) across all \( p \) predictors. Here \( \lambda \geq 0 \) is a complexity parameter that controls the amount of
shrinkage: the larger the value of $\lambda$, the greater the amount of shrinkage (increasing model bias) and more of the smaller coefficients are shrunk to zero (i.e., more candidate predictors are removed leading to more parsimonious model). The tuning parameter $\lambda$ is chosen by cross-validation (see section 3.5). This procedure of variable (spectral band) selection is continuous (coefficients are shrunk towards each other and “evolves” together as $\lambda$ increases) and thus more reliable/stable and less computationally intensive than the discrete process of step-by-step retaining or discarding variables as in SMLR (Fan & Li, 2001) especially in high dimensional multilinear setting. Figure 22 (Appendix E) shows the Lasso procedure graphically. Lasso was implemented using caret (Kuhn et al., 2015) and ‘glmnet’ package (Friedman, Hastie, & Tibshirani, 2010) in R statistical environment (R Core Team, 2014).

3.4.3. Random Forest regression

Random forest (RF) proposed by Breiman (2001) is a tree-based ensemble machine learning regression method especially useful for the “large $p$, small $n$” and correlated predictors problem of high-dimensional dataset such as genomic data (Chen & Ishwaran, 2012; Kursa, 2014), spectral multivariate calibration (Ghasemi & Tavakoli, 2013) and, without exception, hyperspectral data mostly for classification (Ham, Crawford, & Ghosh, 2005; Lawrence, Wood, & Sheley, 2006; Chan & Paelinckx, 2008) and increasingly for regression task e.g. Mutanga, Adam, & Cho (2012), Abdel-Rahman, Ahmed, & Ismail (2013), and Adam et al. (2014).

RF is a recent important improvement to the original CART (classification and regression tree) method introduced earlier (Breiman et al., 1984), and to the related application of the powerful statistical method for predictive variance-reduction called bagging or bootstrap aggregation (Breiman, 1996). Tree-based methods work in principle by stratifying or segmenting the predictor space into a number of simple (decision) regions. This class of learners has evolved as an important non-parametric (no formal distributional assumptions) capable to fit highly non-linear interactions, deal well with irrelevant predictor variables and robust to outliers in the predictor variables (Cutler et al., 2009). From an arbitrary single tree, the idea is then extended to bagging based on the idea of consensus (ensemble) modelling, which aims to improve predictive performance through variance reduction by aggregating (averaging) predictions from a large collection of trees (in a ‘forest’), each tree built by taking bootstrap (random sampling with replacement) samples from the dataset. In this way, bagging is a stochastic procedure which differs from the deterministic CART. Random forest was then proposed to further improve bagging by de-correlating the trees i.e., making the trees different. This is done by randomly sampling the predictors in each split of the trees, instead of keeping all predictors which makes similar trees.

RF therefore essentially works by constructing a tree-based ensemble of many independent base learners (trees), by random selection of (1) observations to grow the trees, and (2) predictors at each node of the trees. More precisely, the RF regression procedure can be found in Hastie, Tibshirani, & Friedman (2009, p. 588). Figure 23 (Appendix F) explains in more detail the procedure.

Two parameters need to be tuned for RF namely (1) number of trees $T_0$ ($ntree$), and (2) number of variables (spectral bands) $m$ randomly selected at each split ($mtry$). In this present study, they are tuned by cross-validation (see section 2.5.). The RF regression was implemented using ‘caret’ (Kuhn et al., 2015) and ‘randomForest’ package in R statistical environment (R Core Team, 2014). Preliminary experiments testing $ntree=500$, 1000, and 5000 in combination with $mtry=1,2,3,\ldots,583$ showed no substantial changes and similar gradual (no apparent local minima) pattern in cross-validated training error, suggesting RF is relatively insensitive to the tuning parameters as claimed (Cutler et al., 2009). Therefore, the maximum $ntree=5000$ (RF does not overfit with increasing $ntree$ (Cutler et al., 2009)), which showed somewhat more stable error evolution with $mtry$ was used in all RF regression runs to ensure adequately
large number of trees, along with varying \( mtry = 5, 10, 15, 30, 50, 100, \) and 200 as computational time allowed. To note is that by default the recommended \( mtry \) is \( p/3 = 584 \text{ bands}/3 \approx 200 \).

3.4.3.1. RF variable importance

A useful measure of variable importance in RF is the out-of-bag (OOB) error or permutation-based variable importance. In each tree constructed with bootstrap samples (~70 per cent of training dataset), the remaining (~30 per cent) observations not used to grow the regression tree (the OOB) are passed down the tree and the predicted values are computed. To calculate the importance of variable \( j \) (spectral band \( \lambda_i \)), the values of variable \( j \) are randomly permuted whilst keeping all other predictor variables fixed. These modified OOB data are again passed down the tree and the predicted values are computed. The variable importance is then computed based on the difference in OOB error between the real/non-permutated dataset and permuted dataset across all trees. In other words, the importance of variable \( j \) is assessed by how much worse the RF prediction accuracy becomes if the data for variable \( j \) is permuted randomly (Prasad, Iverson, & Liaw, 2006; Cutler et al., 2009).

3.4.4. Bayesian model averaging

Statistical inversion of vegetation variables from hyperspectral RS faces two main challenges in building the predictive models: (1) which predictors (spectral bands) and (2) what model forms (structure) to establish the relation between reflectance and the target variables (i.e., grassland LAI and chlorophyll in this study) (Zhao et al., 2013). The lack of consensus on both issues (i.e., common wavebands and spectral indices for estimating the same biochemical, e.g. Féret et al., 2011; Main et al., 2011) puts a considerable risk of model misspecification using the standard “single best model” paradigm (e.g., selecting a single best subset of bands using stepwise multiple regression, or single best narrowband index). Bayesian model averaging (BMA) provides a mechanism to address this model selection uncertainty essentially by instead of selecting one best model, it leverages on the many competing plausible models (our “hypothesis”). To put simply, BMA works by averaging (ensemble learning, similar to bagging as in Random Forest) across a large set of models, with each model weighted—using Bayesian inference framework—based on the probability of it being the true model (or, the PMP: posterior model probability) (Hoeting et al., 1999).

In this present study, BMA was implemented based on the multiple linear regression form following Zhao et al. (2013) and Raftery, Madigan, & Hoeting (1997):

\[
y = X_{M_i} \beta_{M_i} + \epsilon, \quad i = 1, ..., 2^P
\]

(11)

where \( y \) is the vector of response values (i.e., LAI, LCC, or CCC), \( X \) is the matrix of predictors (hyperspectral narrowbands), \( \beta \) is the regression coefficients, and \( \epsilon \) is the usual assumed i.i.d. residuals. Importantly, the subscript \( M_i \) signifies one model \( i \) from all \( 2^P \) possible model configurations constructed from hyperspectral data with \( p \) number of bands. That is, we have a model space \( M = \{M_1, M_2, ..., M_{2^P}\} \). \( X_{M_i} \) therefore is the set of selected bands in candidate model \( M_i \) with regression coefficients \( \beta_{M_i} \).

Following Bayes’ theorem, the “usefullness” (i.e., the weights for averaging) of each model \( M_i \)—called the posterior model probability \( \text{PMP} = p(M_i | D) \)—is calculated as follows:

\[
p(M_i | D) = \frac{p(D | M_i) \pi(M_i)}{\sum_{k=1}^{2^P} p(D | M_k) \pi(M_k)}, \quad i = 1, ..., 2^P
\]

(12)
Where in the numerator, $p(D|M_i)$ is the marginal likelihood of model $M_i$, defined as the probability of observing the data $D$ given model $M_i$, where $D = \{x_i, y_i\}_{i=1}^{n}$ i.e., $n$ observations relating spectral bands $x$ and response grassland variables $y$; $\pi(M_i)$ is the prior probability (our prior belief, which needs to be elicited beforehand) of model $M_i$ being the true model; and the denominator is simply the normalization term which is the integrated likelihood/probability across all $2^p$ possible models in model space $M$ as explained above. Obviously, the model space $M$ can be too large to evaluate/enumerate exhaustively, and fortunately there is an efficient way of exploring the model space using a “guided” sampling algorithm called the Monte Carlo Markov Chain (MCMC) sampler. To put simply, the MCMC allows us to sample a finite ($N$) number of the most important models $\{M_{(t)}\}_{t=1...N}$; $N \ll 2^p$ which allows us to derive meaningful inference and prediction from them, provided the sampling chain has converged with enough number of iterations. Once the PMP is computed, the model weighted posterior distribution (e.g., characterized by mean and standard deviation) for any statistic of interest such as the regression coefficients $\beta$, which prior distribution was also elicited beforehand) can be computed. The posterior distribution of the predictions for the target grassland variables is also computed similarly by averaging the individual predictions over the MCMC-sampled models. The detail derivation can be found in Hoeting et al. (1999).

BMA was implemented using the ‘BMS’ package (Feldkircher & Zeugner, 2009) in R statistical environment (R Core Team, 2014). BMA requires setting the prior model probability (random or fixed), prior model size (i.e., how many spectral bands), the prior of regression coefficients variance (mean assumed zero) defined according to Zellner’s g, the MCMC sampler, and the number of burn in (initial iterations to be discarded) and iterations. Our preliminary trials with different configuration of these settings and different starting model (Lasso, stepwise MLR) with the full 584 bands of the hyperspectral data revealed that the MCMC chains always failed to converge (as indicated by low correlation between the iteration counts and analytical PMPs, see Zeugner, 2011) even with combined chains of total 30 million iterations. Therefore, we decided to resample the field hyperspectral data to HyMap spectral resolution (i.e., 119 bands in 400-2400 nm; on average 15 nm spectral resolution up to 1313 nm, 13 nm for 1409-1800 nm, 17 nm beyond that). The final model settings chosen were: (1) ‘dilution’ prior model probability proposed by George, (2010) for redundant model space, (2) EBL g-prior (based on personal communication with the BMS package author), (3) reversible-jump sampler (RJ-MCMC, described in Madigan & York (1995)), (4) prior model size with 7 bands, and with sufficiently long iterations: (5) half million burn in followed by 5 million iterations.

### 3.4.4.1. BMA variable importance

BMA also provides information about relative band importance as indicated by the marginal probability (relative occurrence frequency) of that band being included in the models sampled in the MCMC chain, or alternatively the top performing models (Zhao et al., 2013). This is called the posterior inclusion probability (PIP).

### 3.5. Model calibration and validation

To avoid biased validation due to a single random training-test set partition (Kuhn & Johnson, 2013, p. 78), one way to achieve the above is by cross-validation (CV), and as the data ($n=185$) and computational capacity allows, this present study implemented a uniform stratified 10-fold CV (recommended as best by Kohavi, 1995) for all models to fairly assess their true predictive performance. “Stratified” here refers to that the folds/partitions were created based on the full range of values of the response variable, to make each fold as representative as possible to the whole dataset. Standard leave-one-out cross-validation (LOOCV) was not used because it would have been too computationally expensive (especially when
tuning random forest) and is a high-variance procedure because the training samples (n - 1) are similar (removing 1 sample at a time) (Hastie et al., 2009, p. 242). To ensure fair comparison among the models, the same 10-fold training-test set partitions were used.

Additionally, to ensure an independent validation as well as calibration, model calibration and parameter tuning was performed only using the training set (the test set remains “unseen”) in each of the ten cross-validation folds/runs. Tuning/optimizing model parameters (model selection) using the complete dataset has been shown to be an overly-optimistic procedure for model assessment (Hastie et al., 2009, p. 245; Cawley & Talbot, 2010). It is therefore recommended to carry out a double/nested CV procedure: the inner 10-fold CV within the training set for model selection/calibration/parameter tuning, followed by the outer 10-fold CV for model assessment/validation. Figure 24 (Appendix G) illustrates the CV procedure employed in this study. The model training and validation was carried out using ‘caret’ (Kuhn et al., 2015) package in R statistical environment (R Core Team, 2014)

3.5.1. Model comparison

To determine if the differences between the accuracy of the models tested are statistically significant (thanks to identical resampled data sets i.e. the CV folds/partitions), the non-parametric Mann-Whitney U test (also known as Wilcoxon rank-sum test) was used to compare the distribution of \( R^2_p \) and \( nRMSE_{cv} \) values not assuming normal distribution. The null hypothesis is that the models compared (pairwise, two-at-a-time) have equivalent accuracies, or analogously, that the mean difference in accuracy for the resampled data sets is zero. The U test was performed using the ‘stats’ package in R statistical environment (R Core Team, 2014).

3.6. Interpreting the importance of spectral wavebands

As described above, all the multivariate methods tested readily give a measure or indicator of variable importance (hence chosen in this study): VIP in PLSR, OOB error in RF regression, PIP in BMA, and the selected wavebands in Lasso. VIP, OOB error, and PIP rank the waveband importance and therefore are to be interpreted relative to other wavebands, except for VIP of which VIP scores greater than 1 indicate important bands (Wold et al., 2001). The average and standard deviation (stability) of the band importance over the 10 CV runs were examined accordingly. For Lasso, the wavebands selected the more number of times (maximum 10 times if selected in all 10 CV runs) indicate the most important ones. Waveband importance analysis was performed to identify the multivariate method which not only gives predictive accuracy (as cross-validated above), but also leads to the selection of spectral wavebands more directly attributed to known absorption features: we seek a model with two salient features: accuracy and interpretability. The band interpretation was based on the known absorption features shown early in Table 1 (Chapter 1), along with the wavebands recently identified as the optimal non-redundant wavebands in vegetation and crop studies by Thenkabail et al. (2014) (see Table 10, Appendix H).

3.7. Spectral simulation of optical sensors with varying spectral resolution

This study was also interested to investigate the need for high spectral resolution for predicting grassland CCC. The field hyperspectral measurement (584 wavebands) were resampled to simulate seven (7) existing and planned optical RS missions of varying spectral resolution and spectral coverage (domain) as shown in Table 13 (Appendix K), namely (with decreasing spectral resolution): (1) EnMap, (2) HyMap, (3) CHRIS (Proba-1) land channel and (4) chlorophyll channel configurations, (5) Worldview-3 Multispectral (MS) & SWIR, (6) Sentinel-2 Multi-Spectral Instrument (MSI), and (7) Landsat-8 Operational Land Imager (OLI).

The purpose was to assess the “spectral” potential of these sensors (especially the multispectral sensors (see Table 14, Appendix K) with limited number of bands sampled in broad wavelengths) for studying
grassland variables of interest. That is, the focus is on the effects of bandwidth and band placement, in isolation from other effects of radiometric resolution, spatial resolution, and atmospheric condition (Lee et al., 2004). The spectral resampling was done based on Gaussian spectral response function (SRF) using the band center and width (in full width half maximum, FWHM) (van der Meer, De Jong, & Bakker, 2001). The function is available in the ‘prospectr’ package (Stevens & Ramirez-Lopez, 2013) in R statistical environment (R Core Team, 2014). The bands within atmospheric vapour/water absorption region (1340-1470 nm and 1800-1970 nm) and atmospheric-purpose bands (shaded in Table 14, Appendix K) were later removed as they typically would not capture land surface reflectance with sufficiently high signal-to-noise level.

### 3.8. General workflow of the methodology

Figure 8 shows the overall workflow in this present study.
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**Figure 8.** General workflow of the methodology. Four regression models (partial least squares regression, Lasso, Random Forest regression, and Bayesian model averaging) were developed using four input spectra (untransformed, continuum-removed, first-derivative, and pseudo-absorbance) to predict three grassland variables (leaf area index, leaf chlorophyll content, and canopy chlorophyll content (CCC=LAI x LCC)). The optimum model (highest accuracy) was subsequently used to predict grassland variables using the (spectrally) simulated seven optical sensors data.
“In God we trust. All others bring data.”—W. E. Deming (1900-1993)

4. RESULTS

This chapter presents the results in the following sequence: Firstly, the influence of spectral transformation on the relationship with the grassland variables was assessed, followed by an investigation on whether local continuum-removal with band depth normalization showed better potential for improvement in predictive accuracy than the full-spectrum continuum-removal. Secondly, the influence of spectral transformations on retrieval with the gold-standard model PLSR was presented. Thirdly, the performance of optimal-spectral-analysis method Lasso was compared against the benchmark PLSR model. Fourthly, all models were assessed together to identify if the two whole-spectral-analysis methods RF and BMA offered significant improvement over PLSR in terms of predictive accuracy and relevant waveband ranking, in seeking the optimum multivariate regression model. Fifthly, the wavebands selected by Lasso were interpreted. Finally, the influence of spectral resolution on the retrieval accuracy using the “optimum” models was shown.

4.1. Preliminary assessment on influence of spectral transformation

Figure 9(a) shows the variability in the (field) measured canopy reflectance from the 185 grassland plots. The lowest variation can be seen in the visible (VIS) region (~400 to 700 nm), especially in blue (~450 to 495 nm). Relatively greater variation occurs in the red region (~620 to 750 nm) where chlorophyll has its absorption maxima (i.e., minimum reflectance). The low variability may partly be due to the low variation in leaf chlorophyll content (LCC) as measured (i.e., between 17.1 and 49.66 μg cm⁻², with 20% coefficient of variation from the mean; see Table 2, Chapter 3). From VIS, the reflectance varies considerably highly in the near-infrared (NIR) region (~800 to 1300 nm) as the result of light scattering by leaf internal...
structure. The red edge region (~680 to 730 nm) is consequently sharpened. Two water absorption regions are apparent in NIR centered around 970 nm and 1177 nm which seems to strengthen as NIR reflectance increases likely indicating higher vegetation cover (i.e., higher leaf area index or LAI). The high spectral variability in NIR likely represents, among others, the relatively high LAI variation between 0.39 and 7.34 m²m⁻² with 53% variation from the mean. Moving to longer wavelengths in shortwave infrared (SWIR) region (~1300 to 2400 nm) considerably high spectral variability can also be observed with two deep absorption features around 1449 nm and 1966 nm typically predominately caused by leaf water, and to a lesser degree the ligno-cellulose compounds as their absorption features have been identified in this region.

Three spectral transformations were applied to the untransformed (original) reflectance to enhance or isolate the absorption features. The influence of the three spectral transformations on the spectral variability is shown in Figure 9b, c, and d. Continuum removal (CR; Figure 9b) applied to full spectra (~400 to 2400 nm) greatly enhances the six major absorption features namely the foliar pigment (of which chlorophyll typically dominates) absorptions in VIS (blue and red region), two local water-related absorption features in NIR and the strong water absorption features in SWIR. CR suppresses the variability in the feature-less portion of NIR plateau between around 760 and 920 nm (CR value equals 1 meaning zero absorption). First derivative (Figure 9c)—the rate of change in reflectance between adjacent wavelengths—as expected shows the highest value in the red edge where a sharp increase in reflectance takes place, followed by the water-related absorption features. FDR therefore isolates these local features while, similar to CR, suppresses the variability in the remaining wavebands. Finally, the log(1/Reflectance) transformation to the so-called pseudo-absorbance (Figure 9d)—which was known to be more linearly related to absorbing compounds—depicts high absorbance in VIS (pigments) and SWIR (mostly water), with the highest variation in absorbance at the second SWIR water absorption around 1966 nm, and somewhat the upper (wavelength) end of SWIR.

As a preliminary assessment on whether the above spectral transformations potentially improve the prediction of the target grassland variables, Figure 10 shows the individual waveband Pearson’s correlation coefficient (r) between the untransformed and transformed spectra and the grassland variables measured in all 185 plots (i.e., leaf area index or LAI and leaf chlorophyll content or LCC; CCC not shown as it essentially integrates both LAI and LCC i.e., CCC = LAI x LCC).

Four behaviours can be observed from the correlation plot. Firstly, comparing LCC and LAI, overall the correlation is higher for LAI (up to almost 0.8) compared to LCC (<0.6). Secondly, with regards to the spectral transformation, it can be seen that CR enhancement (in purple) gives the highest improvement in the relationship for both LCC (in NIR and SWIR) and LAI (in VIS, far NIR, and SWIR). For LAI, CR especially greatly enhances the usefulness of the pigment absorption bands in the low-light-penetration VIS (which may suggest chlorophyll and LAI covariation) and the wide water absorption features in SWIR. CR however dampens the correlation of feature-less (flat) plateau at the beginning of NIR just after the red edge.

Thirdly, FDR shows fluctuation in correlation likely due to its differentiation nature ((Rₖ - Rₖ)/(λᵢ - λᵢ)). This on one hand may in effect reduce adjacent wavebands intercorrelation, and thus reducing information redundancy in hyperspectral data, or enhance the noise in spectral measurement on the other hand. The latter is less likely as fifteen replicates of canopy spectral measurement were averaged, and subsequently smoothened by Savitzky-Golay filter beforehand. FDR improvement is noticeable for LCC in VIS, and for LAI along the red edge and local absorption features in NIR. For both LCC and LAI, FDR decreases the correlation for SWIR bands as compared to the original reflectance. Finally, pseudo-
absorbance bands attain similar correlation (except bands around water absorption at 2000 nm) with LAI as the untransformed reflectance, but slightly improve the relationship between SWIR bands and LCC.
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Figure 10. Absolute correlation coefficient (Pearson’s r) between untransformed and transformed spectra and LAI (left) and LCC (right) for all plots (n=185). The y-axis differs (overall lower Pearson’s r for LCC) to better see the r variation due to spectral transformations.

Thus, the spectral transformations, especially continuum-removal, gave some indications of potential improvement for the task of predicting LAI, LCC, and CCC which were subsequently assessed formally using the multivariate regression analysis.

4.1.1. Band depth normalization

To investigate if the widely used band depth normalization procedure proposed by Kokaly & Clark (1999) potentially improves further the predictive power of the continuum-removed reflectance, the major local absorption features were identified from the measured grass canopy reflectance. Six absorption features were isolated as shown in Figure 11, with the corresponding wavebands interval and center shown on the right. The band depth (1-CR value) values in each absorption region were then normalized by dividing them with the band depth at the respective absorption center, or with the absorption area calculated between the continuum line and the reflectance curve.

![Image](image_url)

Figure 11. Left: six absorption features (A₁–A₆) identified from grassland hyperspectral measurement. Band depths in each of Aᵢ were normalized by the absorption center (maximum depth) in Aᵢ, or the area of Aᵢ. Right: the corresponding absorption waveband center, as well as the lower waveband and upper waveband between which the local continuum-lines (dotted line) were fit to normalize each absorption feature.
Linear correlation analysis between individual band values and target grassland variables was used to compare the relationship between individual bands—with and without normalization—and the target grassland variables LAI and LCC (Figure 12). In general, no substantial improvement was observed following the normalization procedure. The un-normalized band depth values consistently (across wavebands) have higher correlation coefficient than the normalized values for LAI. For LCC, the center-depth-normalization slightly improves the correlation of the red edge wavebands (Absorption 2 in Figure 11) while absorption-area-normalization increases the correlation of pigment absorption in visible blue region (Absorption 1) and slightly the absorption 6 wavebands. Thus, overall it seemed that the predictive power of individual wavebands after local CR (with and without normalizations) was not appreciably higher than the full-spectrum CR. Consequently, the full-spectrum CR was used in the subsequent multivariate regression analysis.

![Figure 12. Correlation coefficient (r) between band depth features and grassland LAI (left); and LCC (right)](image)

**4.2. Multivariate regression analysis**

Sixteen configurations of multivariate regression models (4 regression methods x 4 input spectra) were tested to predict LAI, LCC, and CCC. Table 3 summarizes the results in terms of cross-validated coefficient of determination ($R^2_{CV}$) and normalized (relative to mean of measured grassland variables) root mean square error ($nRMSE_{CV}$). For ease of comparison the $nRMSE_{CV}$ across the sixteen model configurations is shown in Figure 13. To understand the difference in accuracy as the result of optimally-selected (Lasso) or highly-ranked bands (PLSR), a general overview is given in Figure 14 and the key findings are interpreted along in the text. Interpretation of the precise wavelengths follows in section 4.3.
### Table 3. Mean and standard deviation (in parentheses) of the 10 fold cross-validated prediction accuracy for the four multivariate regression models (1-4), to estimate LAI, LCC, and CCC. Also shown in ‘parameter’ is the mean and standard deviation of the optimum number of PLS components, selected bands by Lasso, optimum \( m_{\text{try}} \) parameter of random forest, and posterior model size for BMA. Four spectral transformations (a-d) were tested for each regression model.

<table>
<thead>
<tr>
<th>Regression model</th>
<th>Spectral transformation</th>
<th>LCC ( R^2_{\text{cv}} )</th>
<th>nRMSE ( \text{cv} )%</th>
<th>Parameter</th>
<th>LAI ( R^2_{\text{cv}} )</th>
<th>nRMSE ( \text{cv} )%</th>
<th>Parameter</th>
<th>CCC ( R^2_{\text{cv}} )</th>
<th>nRMSE ( \text{cv} )%</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) PLSR</td>
<td>a. None</td>
<td>0.416 (0.20)</td>
<td>16.2 (4.5)</td>
<td>2.9 (0.3)</td>
<td>0.662 (0.14)</td>
<td>31.1 (6.5)</td>
<td>4.6 (0.8)</td>
<td>0.712 (0.09)</td>
<td>35.1 (6.9)</td>
<td>5.2 (0.9)</td>
</tr>
<tr>
<td></td>
<td>b. CR</td>
<td>0.353 (0.25)</td>
<td>16.5 (4.9)</td>
<td>2.0 (0.0)</td>
<td>0.610 (0.15)</td>
<td>33.3 (8.2)</td>
<td>1.4 (0.5)</td>
<td>0.727 (0.08)</td>
<td>33.8 (5.6)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td></td>
<td>c. FDR</td>
<td>0.385 (0.23)</td>
<td>16.6 (4.9)</td>
<td>1.0 (0.0)</td>
<td>0.631 (0.16)</td>
<td>31.9 (7.7)</td>
<td>2.0 (0.0)</td>
<td>0.684 (0.09)</td>
<td>36.6 (5.7)</td>
<td>2.1 (0.3)</td>
</tr>
<tr>
<td></td>
<td>d. Abs</td>
<td>0.408 (0.21)</td>
<td>16.2 (4.5)</td>
<td>2.9 (0.3)</td>
<td>0.658 (0.16)</td>
<td>31.1 (6.5)</td>
<td>5.0 (0.5)</td>
<td><strong>0.760 (0.09)</strong></td>
<td><strong>32.1 (5.4)</strong></td>
<td><strong>5.7 (0.5)</strong></td>
</tr>
<tr>
<td>(2) Lasso</td>
<td>a. None</td>
<td>0.378 (0.25)</td>
<td>16.7 (4.8)</td>
<td>19.8 (3.1)</td>
<td>0.645 (0.14)</td>
<td>31.9 (7.8)</td>
<td>10.8 (2.8)</td>
<td>0.701 (0.09)</td>
<td>35.6 (6.9)</td>
<td>9.8 (2.1)</td>
</tr>
<tr>
<td></td>
<td>b. CR</td>
<td>0.319 (0.20)</td>
<td>17.4 (3.8)</td>
<td>7.3 (2.7)</td>
<td>0.637 (0.15)</td>
<td>32.4 (7.1)</td>
<td>9.2 (2.0)</td>
<td><strong>0.716 (0.08)</strong></td>
<td><strong>34.1 (6.2)</strong></td>
<td><strong>8.5 (2.8)</strong></td>
</tr>
<tr>
<td></td>
<td>c. FDR</td>
<td>0.299 (0.19)</td>
<td>18.0 (3.6)</td>
<td>3.2 (1.1)</td>
<td>0.619 (0.13)</td>
<td>32.9 (6.8)</td>
<td>4.6 (1.2)</td>
<td>0.645 (0.11)</td>
<td>37.5 (7.5)</td>
<td>5.6 (2.8)</td>
</tr>
<tr>
<td></td>
<td>d. Abs</td>
<td>0.331 (0.21)</td>
<td>17.3 (4.0)</td>
<td>11.3 (2.4)</td>
<td>0.603 (0.19)</td>
<td>33.7 (8.9)</td>
<td>9.1 (2.3)</td>
<td>0.689 (0.11)</td>
<td>36.4 (8.4)</td>
<td>13.2 (2.8)</td>
</tr>
<tr>
<td>(3) RF</td>
<td>a. None</td>
<td>0.433 (0.20)</td>
<td>15.8 (4.4)</td>
<td>18.5 (8.2)</td>
<td>0.652 (0.16)</td>
<td>31.9 (8.3)</td>
<td>25.0 (61.5)</td>
<td>0.629 (0.14)</td>
<td>39.2 (10.3)</td>
<td>44.0 (82.2)</td>
</tr>
<tr>
<td></td>
<td>b. CR</td>
<td>0.431 (0.21)</td>
<td>15.9 (4.4)</td>
<td>16.0 (8.1)</td>
<td>0.700 (0.13)</td>
<td>29.7 (6.6)</td>
<td>11.0 (3.9)</td>
<td><strong>0.723 (0.10)</strong></td>
<td><strong>33.8 (7.7)</strong></td>
<td><strong>37.5 (58.4)</strong></td>
</tr>
<tr>
<td></td>
<td>c. FDR</td>
<td>0.488 (0.24)</td>
<td>15.1 (4.6)</td>
<td>84.0 (67.0)</td>
<td>0.719 (0.13)</td>
<td><strong>28.9 (6.4)</strong></td>
<td>66.0 (30.3)</td>
<td>0.701 (0.08)</td>
<td>35.7 (6.5)</td>
<td>53.0 (53.3)</td>
</tr>
<tr>
<td></td>
<td>d. Abs</td>
<td><strong>0.492 (0.21)</strong></td>
<td><strong>14.8 (4.3)</strong></td>
<td>7.5 (2.6)</td>
<td><strong>0.705 (0.16)</strong></td>
<td><strong>28.9 (7.1)</strong></td>
<td>25.0 (61.5)</td>
<td><strong>0.628 (0.14)</strong></td>
<td><strong>39.2 (10.4)</strong></td>
<td><strong>44.0 (82.2)</strong></td>
</tr>
<tr>
<td>(4) BMA</td>
<td>a. None</td>
<td>0.383 (0.21)</td>
<td>16.6 (4.6)</td>
<td>11.3 (1.2)</td>
<td>0.679 (0.09)</td>
<td>30.7 (6.0)</td>
<td>11.1 (1.3)</td>
<td>0.720 (0.10)</td>
<td>34.2 (4.8)</td>
<td>11.1 (1.3)</td>
</tr>
<tr>
<td></td>
<td>b. CR</td>
<td>0.417 (0.21)</td>
<td>15.8 (4.3)</td>
<td>5.8 (0.9)</td>
<td>0.658 (0.12)</td>
<td>31.5 (6.4)</td>
<td>6.7 (0.7)</td>
<td>0.726 (0.09)</td>
<td>33.5 (6.3)</td>
<td>4.5 (0.8)</td>
</tr>
<tr>
<td></td>
<td>c. FDR</td>
<td>0.436 (0.22)</td>
<td>15.7 (4.5)</td>
<td>6.8 (1.2)</td>
<td>0.665 (0.11)</td>
<td>30.7 (5.8)</td>
<td>9.0 (2.0)</td>
<td>0.717 (0.11)</td>
<td>35.1 (5.6)</td>
<td>6.9 (0.7)</td>
</tr>
<tr>
<td></td>
<td>d. Abs</td>
<td>0.391 (0.20)</td>
<td>16.2 (4.3)</td>
<td>12.2 (2.1)</td>
<td>0.633 (0.12)</td>
<td>32.8 (6.5)</td>
<td>12.2 (2.1)</td>
<td><strong>0.760 (0.07)</strong></td>
<td><strong>32.6 (5.2)</strong></td>
<td><strong>8.2 (0.6)</strong></td>
</tr>
</tbody>
</table>

1. \( R^2 \) of PLS regression; \( m_{\text{try}} \) i.e. number of bands used for Lasso; optimum \( m_{\text{try}} \) parameter of random forest, and posterior model size (number of covariates/bands) for BMA.

2. Best of all (lowest nRMSE \( R^2_{\text{cv}} \) ); \( R^2_{\text{cv}} \) of PLS regression; \( m_{\text{try}} \) parameter of random forest, and posterior model size (number of covariates/bands) for BMA.

3. Best of all (lowest nRMSE \( R^2_{\text{cv}} \) ); \( R^2_{\text{cv}} \) of PLS regression; \( m_{\text{try}} \) parameter of random forest, and posterior model size (number of covariates/bands) for BMA.

4. Best of all (lowest nRMSE \( R^2_{\text{cv}} \) ); \( R^2_{\text{cv}} \) of PLS regression; \( m_{\text{try}} \) parameter of random forest, and posterior model size (number of covariates/bands) for BMA.

5. Relative to mean measured LAI (2.81 \( m^2 m^{-2} \)), LCC (30.07 \( \mu g cm^{-2} \)), and CCC (0.87 \( g m^{-2} \)).
4.2.1. Improving PLSR with spectral transformation

With regards to the spectral transformation methods, looking at the benchmark model PLSR (1a-1d in Table 3), the three transformations namely continuum-removal, first-derivative reflectance, and pseudo-absorbance did not result in improvement in accuracy for predicting LCC and LAI, but did so for predicting CCC (pseudo-absorbance). For CCC, pseudo-absorbance decreased PLSR model $nRMSE_{cv}$ (32.1%) by 3 per cent (despite not statistically significant i.e., Mann-Whitney $U$ test $p$-value=0.13) and increases the $R^2_{cv}$ (0.760) by 0.05 (p-value=0.17) i.e., the pseudo-absorbance transform allows PLSR model to explain 5 per cent more variability in the measured canopy chlorophyll content. This could indicate that the models which best predict LCC or LAI individually do not necessarily also best predict CCC. In fact, for the other three multivariate regression models it was also found that the best input spectral transformation for CCC prediction differs from the best transformation for LCC and LAI prediction (Table 3).

The lower performance of FDR in PLSR model was likely due to the fact that the transformation serves to enhance/isolate the absorption features at the expense of reducing the importance (lower correlation) of other off-absorption wavebands. This was evident from the fewer number of PLS factors (components) extracted for CR and FDR inputs (1-2 factors compared to 3-6 factors extracted from the untransformed reflectance and similarly pseudo-absorbance). This especially confirmed that including all wavebands can be more useful as the absorption features in plants are rather not exactly attributable to some precise wavebands but influence the reflectance of other wavebands.
Comparing the important bands (VIP>1) for the three different grassland variables of the input spectra that gave highest PLSR accuracy, for LCC prediction, Figure 14a (strip) showed the importance of visible bands, red edge bands, as well as a few NIR-SWIR edge bands (around 1400 nm) and in the second water absorption (around 2000 nm) with none in NIR plateau. The inclusion of NIR plateau bands (800-1300 nm) after CR (Figure 14b) and FDR (Figure 14c) transformation did not increase the accuracy. LAI (Figure 14e, strip) on the other hand showed less importance for VIS bands, more in red edge and the NIR plateau immediately after it, as well as along the wide SWIR absorption around 2000 nm and 2400 nm. For CCC (Figure 14l, strip, pseudo-absorbance), it seemed that a combination of important bands for LCC and LAI was identified by the PLSR model, except the NIR plateau. Compared to using untransformed reflectance (Figure 14i, strip), the inclusion of more SWIR absorption bands by pseudo-absorbance transformation somewhat increased the CCC prediction accuracy ($R^2_{CV}$=0.760 compared to 0.712 using untransformed reflectance).
4.2.2. Performance of optimal spectral analysis (Lasso)

The optimal spectral analysis Lasso (2a-2d in Table 3 above), as opposed to the benchmark whole spectral analysis PLSR model, performed not as good as PLSR. In particular, applying to the best input spectral transformation (i.e., untransformed reflectance for LCC (Figure 14a) and LAI (Figure 14e) prediction, CR for CCC prediction (Figure 14j)), Lasso attained 0.5 per cent higher $nRMSE_{cv}$ (16.7%) and $R^2_{cv}$ (0.378) lower by 0.04 (explain 4 per cent less variability in response grassland variable) for LCC; 0.8 per cent higher $nRMSE_{cv}$ (31.9%) and ~0.02 unit decrease in $R^2_{cv}$ (0.645) for LAI, as well as 2 per cent higher $nRMSE_{cv}$ (34.1%) and 0.04 unit decrease in $R^2_{cv}$ (0.716) for CCC. On one hand this indicates that selecting a subset of narrowbands deteriorates the predictive power of the information-rich hyperspectral data. However, on the other hand the sacrifice made for accuracy came with significantly reduced number of predictor narrowbands i.e., on average of the CV runs, 20 narrowbands for LCC prediction, 11 narrowbands for LAI prediction, and 9 narrowbands for CCC prediction (Table 3). For example, the red edge and the beginning of NIR plateau bands for LAI prediction (Figure 14e, strips) can seemingly be adequately represented by 2-3 bands (Figure 14e, vertical lines), and similarly for LCC prediction, 2 bands may represent the information in VIS (Figure 14a). Thus, depending on the modelling purpose and user’s need (accuracy vs interpretability), a tradeoff should be made in choosing between whole-spectral-analysis PLSR and optimal-spectral-analysis Lasso.

Comparing Lasso-selected bands (vertical lines in Figure 14) and those with PLSR VIP greater than 1 (strips in Figure 14), it is apparent that they did not always agree to each other. Using untransformed reflectance, for LCC (Figure 14a) and CCC (Figure 14j) prediction, Lasso selected the NIR bands not considered important by PLSR, while ignoring the VIS and SWIR bands for LAI (Figure 14e) and CCC (Figure 14i) prediction. This somewhat caused a slightly lower prediction accuracy for LAI and CCC using Lasso ($R^2_{cv}$ decreases by <0.02 compared to PLSR).

Concerning the influence of spectral transformation on the narrowband selection by Lasso, CR and especially FDR led to a fewer number of bands being selected. For example, for LAI prediction using FDR input, on average adding more than 5 narrowbands (Table 3, Parameter; Figure 14g) did not improve the accuracy of Lasso model. Compared to using Lasso with the untransformed reflectance (selecting on average 11 narrowbands), this led to increase in $nRMSE_{cv}$ (32.9%) by 1 per cent and decrease in $R^2_{cv}$ (0.619) by 0.03 (or compared to best input PLSR model, 1.8 per cent higher $nRMSE_{cv}$ and 0.04 unit increase in $R^2_{cv}$). Thus, first derivative did not seem to be a beneficial transformation for predicting grassland LAI, LCC, and CCC using feature-selection (optimal spectral analysis) Lasso (although FDR somewhat did benefit RF and BMA (Table 3)). For CCC, selecting (on average) 6 bands from the FDR as opposed to 9 bands from the best input (CR) decreased the predictive accuracy by more i.e., 3.4 per cent higher $nRMSE_{cv}$ (37.5%) and 7 per cent less variability in measured CCC explainable by the model ($R^2_{cv}$=0.645). Transforming to pseudo-absorbance unnecessarily included 4 more bands than CR with discouragingly lower accuracy in predicting the CCC ($nRMSE_{cv}$=36.4%, $R^2_{cv}$=0.689).

Just as it changed important region (VIP>1) in PLSR model, spectral transformations also led to different bands selected by Lasso (Figure 14). In general, continuum-removal and pseudo-absorbance put more emphasize on pigments absorption in VIS and water absorptions (more so for pseudo-absorbance) in SWIR, while removing the NIR plateau, while FDR contained the selection in the steep (high slope of reflectance over wavelength) red edge region and NIR-SWIR edge (1400 nm). However, in terms of prediction accuracy, the transformation only helped Lasso to predict CCC, and slightly ($R^2_{cv}$ increase by 0.02; Figure 14j).
4.2.3. Best overall model: predictive accuracy

Overall, based on firstly the $nRMSE_{cv}$ and secondly $R^2_{cv}$ values (Table 3), Random Forest regression model applied to pseudo-absorbance provided the best predictive performance for LCC (lowest $nRMSE_{cv} = 14.8\%$ and highest $R^2_{cv} = 0.492$) and again for LAI but with input FDR (lowest $nRMSE_{cv} = 28.9\%$ and highest $R^2_{cv} = 0.719$). However, for the canopy-integrated CCC variable, the benchmark PLSR model outperformed the rest with both lowest $nRMSE_{cv}$ (32.1\%) and highest $R^2_{cv}$ (0.760). Compared to the best input PLSR model, RF-Absorbance model reduced 1.4 per cent in $nRMSE_{cv}$ and explained 7.6 per cent more variability for LCC prediction; while RF-FDR provided 2.2 per cent lower $nRMSE_{cv}$ and 5.7 per cent more explained variability for LAI prediction.

Both in terms of $nRMSE_{cv}$ and $R^2_{cv}$, BMA model with best input spectra achieved the second best predictive accuracy after RF for LAI and LCC, and after PLSR (similar $R^2_{cv}$ but a mere 0.5 per cent higher $nRMSE_{cv}$ than PLSR) for CCC. Therefore, to some extent, the ensemble regression methods (non-linear RF providing best prediction accuracy for LCC and LAI; and linear BMA achieving comparable accuracy as the best model PLSR) showed some degree of improvement over the non-ensemble models i.e. PLSR and Lasso. Another general remark can be made is that the whole-spectral-analysis methods (PLSR, RF, BMA) all outperformed the optimal-spectral-analysis method Lasso for prediction of all three grassland variables.

Comparing among regression models, input spectral transformations, and the predicted grassland variables however, there was no clear pattern on the best regression model in combination with the best input spectral transformation that can best predict all three grassland variables. The Mann-Whitney U test (Table 4) was subsequently performed to evaluate the statistical significance of the improvement in accuracy provided by the best alternative multivariate regression model configuration (for predicting LCC, LAI, or CCC), against the benchmark PLSR model. The test results showed inadequate evidence (p-value>0.05) to conclude that the improvement is statistically significant at 95\% confidence level. More formally, for the task of predicting each of the grassland variables (LCC, LAI, or CCC), the test result informed us that there is no sufficient evidence to reject the null hypothesis that the prediction accuracy (assessed in terms of $nRMSE_{cv}$ (the lower, the more accurate) and $R^2_{cv}$ (the higher, the more accurate)) of the alternative models is the same as (statistically speaking, the 10 values of $R^2_{cv}$ and $nRMSE_{cv}$ come from the same distribution) the gold-standard model i.e., PLSR. However, as the sample size (10 values of $R^2_{cv}$ and $nRMSE_{cv}$) is rather small, the test may actually have little power and there was considerable risk of committing type II error whereby the null hypothesis of no improvement in $R^2_{cv}$ was falsely accepted.

Table 4. One-tailed Mann-Whitney U test applied to the coupled distribution of $R^2_{cv}$ and $nRMSE_{cv}$ between best alternative model and the best-input benchmark model PLSR.

<table>
<thead>
<tr>
<th>Measured grassland variables</th>
<th>Coupled subject to one-tailed Mann-Whitney U test</th>
<th>Alternative hypothesis</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2_{cv}$</td>
<td>$nRMSE_{cv}$</td>
</tr>
<tr>
<td>LCC</td>
<td>RF-Abs vs PLSR-Refl</td>
<td>RF-Abs has greater $R^2_{cv}$, and smaller $nRMSE_{cv}$ than PLSR-Refl</td>
<td>0.46</td>
</tr>
<tr>
<td>LAI</td>
<td>RF-FDR vs PSLR-Refl</td>
<td>RF-FDR has greater $R^2_{cv}$, and smaller $nRMSE_{cv}$ than PLSR-Refl</td>
<td>0.15</td>
</tr>
<tr>
<td>CCC</td>
<td>BMA-Abs vs PLSR-Abs</td>
<td>BMA-Abs has greater $R^2_{cv}$, and smaller $nRMSE_{cv}$ than PLSR-Abs</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Figure 15 plots the fit between measured and predicted grassland variables using the four multivariate regression models with their respective best input spectral transformation.

Figure 15. Measured and cross-validated predicted values of leaf chlorophyll content (LCC; a to d), leaf area index (LAI; e to h), and canopy chlorophyll content (CCC; i to l) using partial least squares regression (PLSR; a, c, i), Lasso (b, f, j), Random Forest regression (c, g, k), and Bayesian model averaging (d, h, l) applied to best input spectral transformation (i.e., R: reflectance, CR: continuum-removal, FDR: first derivative reflectance; and A: absorbance) that gave the smallest nRMSE<sub>cv</sub> (Table 3). * is the best-of-all model configuration. The error bar in BMA (d, h, l) shows the standard error of prediction for each observation (plot). The straight line is 1-to-1 line.
Comparing the three grassland variables, canopy chlorophyll content (CCC) could be predicted with higher accuracy ($R^2_{cv}$) with leaf chlorophyll content prediction being least accurately predicted. Mann-Whitney U test (Table 5) comparing the 10 $R^2_{cv}$ values found statistically significant difference (99% confidence) in $R^2_{cv}$ between the best LCC model (Figure 15c) and best LAI model (Figure 15g); and between the best LCC model (Figure 15c) and CCC (Figure 15i) model. However, the accuracy of best CCC model (Figure 15i) was not significantly different from best LAI model (Figure 15g). In general, all regression models have larger standard deviation of $R^2_{cv}$ when predicting LAI compared to CCC (Table 3), with LCC prediction being most unstable in this regard. This suggests the accuracy ($R^2_{cv}$) for predicting LAI and especially LCC varies more widely (than CCC) as the dataset was partitioned (stratified resampling) into the 10 cross-validation folds.

Table 5. One-tailed Mann-Whitney U test applied to coupled distribution of $R^2_{cv}$ (n=10) values between best LCC, best LAI, and best CCC models.

<table>
<thead>
<tr>
<th>Alternative hypothesis (null hypothesis: $R^2_{cv}$ not significantly different)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2_{cv}$ LAI &gt; $R^2_{cv}$ LCC</td>
<td>0.001</td>
</tr>
<tr>
<td>$R^2_{cv}$ CCC &gt; $R^2_{cv}$ LCC</td>
<td>0.0002</td>
</tr>
<tr>
<td>$R^2_{cv}$ CCC &gt; $R^2_{cv}$ LAI</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Best LCC model (RF-A) $R^2_{cv}$=0.492±0.21; Best LAI (RF-FDR) $R^2_{cv}$=0.719±0.13; Best CCC (PLSR-A) $R^2_{cv}$=0.760±0.09

Closer inspection to the scatter of the points from the 1-to-1 line shows considerably normal distribution of the model residuals (for all LCC, LAI, CCC) suggesting linear regression model is appropriate, which is likely the reason of non-significant improvement by the non-linear nonparametric RF regression model (Table 4). No presence of extreme outliers was observed either which suggests the unsuccessful improvement in accuracy was not simply due to no robust treatment of outliers.

The Lasso fit to LAI (Figure 15f) and CCC (Figure 15j) somewhat showed more underestimation of LAI and CCC at the higher values. Selecting best subset of narrowbands and discarding the remaining bands therefore can cause some degree of saturation in relationship between grassland biophysical/biochemical variables and its canopy reflectance (in other words, including more bands may alleviate the saturation problem). RF regression model which best predicts LAI showed improvement in the fitting of low LAI values (~1.5 to 3.5 m$^2$·m$^{-2}$) but with somewhat greater scatter (higher residuals) in the higher LAI value range. This can also be observed for RF regression fit to CCC (Figure 15k) where a cluster of points lies close to the 1-to-1 line in the low range of CCC values. Thus, despite its accuracy, RF regression model seemed to be not well adapted to the whole range of LAI and CCC values, at least according to the dataset used in this present study. This was also indicated by the larger standard deviation of RF regression error in the cross-validation ($nRMSE_{cv}$=33.8±7.7%) than PLSR ($nRMSE_{cv}$=32.1±5.4%) for CCC prediction (Table 3, Figure 13). Visually, PLSR model showed the best and most linear fit for CCC (Figure 15i) and LAI (Figure 15c) prediction, with equally good visual fit using BMA models for LAI (Figure 15h) and CCC (Figure 15f).

### 4.2.4. Best overall model: relevant waveband identification

As the LCC prediction accuracy is low and CCC strongly reflects variability in LAI and to a smaller extent the low variation of LCC (Darvishzadeh et al., 2008), the best overall model in terms of relevant wavebands identification was assessed from the wavebands identified for prediction of canopy-integrated variable CCC (Figure 16). Firstly, looking at PLSR model (Figure 16c), the top five highest ranked
wavebands (based on VIP scores) were located around the center of the first water (also lignin but likely masked by water (Ramoelo et al., 2013)) absorption (~1400 nm) in SWIR, and at longer SWIR wavelength around 2250 nm (previously related to moisture and biomass). Despite the many wavebands having VIP>1 in the VIS, their relative importance was lower than the SWIR bands as also evident from their VIP ranks (above 50), despite the relatively highest ranked VIS bands closely match the known absorption center of chlorophyll (Chl a at 660 nm, Chl b at 460 nm). Therefore interpreting the most important wavebands from PLSR model is somewhat difficult, if one’s interest is in understanding the most sensitive wavebands (individually, not just the region) in addition to predictive accuracy. Lasso model (Figure 16c) on the other hand intuitively selected a representative waveband in the VIS, red edge (with encouragingly very narrow shift through the cross-validation with different calibration set, suggesting selection stability), and the same water absorption around 1400 nm, despite its lower predictive accuracy ($R^2_{cv}$ lower by 0.04, nRMSE$_{cv}$ higher by 2% than PLSR). Nevertheless, PLSR seemed to identify the relevant region (VIP>1) and local peaks (highest VIP), and a greater contrast in VIP values (more obvious peaks) can be expected when applying PLSR to spectra resampled to lower spectral resolution (as shown in section 4.4).

RF (Figure 16b) somehow put the highest importance in the local weaker water absorption in NIR plateau around 1200 nm where most (including top 5) of the highly ranked bands were located. These wavebands have 11-12 per cent OOB error which means predicting the CCC while permuting randomly the values of these wavebands would cause 11-12 per cent higher prediction error. Unlike PLSR and Lasso (also BMA), relatively high importance (9-10% OOB error, in top 20 highest ranked) was assigned for the SWIR wavebands outside the wide water absorption trough, but the peaks at 1594 and 2009 nm were rather unexplainable (unknown absorption). This suggests RF regression model somehow gave highest importance to non-relevant wavebands (Lasso applied similarly to best input CR led to more relevant bands (as will be shown in section 4.3)), which was perhaps the reason for its lower accuracy ($R^2_{cv}$ lower by 0.037 than PLSR).

Finally, for BMA (Figure 16a) which offered a competitive accuracy (similar $R^2_{cv}$) to the gold-standard method PLSR, using the same input pseudo-absorbance, at least 7 wavebands clearly show higher importance (peaks) indicated by the higher PIP values, although at lower than 0.5 i.e., they were included less than 50% of the time in the top models, likely due to multicollinearity. This occurred even after resampling the spectra to HyMap (from GER 584 bands to HyMap 119 bands) resolution to ensure the MCMC chain convergence; the posterior model size is relatively small with not more than 12 wavebands (Table 3, BMA-CCC, parameter) included in each of the top sampled (MCMC) models but the exact wavebands included differ. The high accuracy was somewhat achieved with only red edge, NIR, and NIR-SWIR edge region excluding most of the SWIR bands. Out of the 7 highest ranked wavebands however, only 3 were within 10 nm of known absorption features (red edge 716 nm, 1075 nm to biophysical and biochemical quantities, and 1420 nm to lignin). Thus, the competitive accuracy seemed not accompanied by relevant band ranking.

All in all therefore, for predicting grassland canopy chlorophyll content, the tested whole-spectral-analysis multivariate regression models not only did not provide substantial improvement in predictive accuracy over the gold-standard method PLSR, they also did not lead to relevant spectral wavebands selection and therefore to some extent suffered from the high dimensionality and multicollinearity characteristics of hyperspectral data. Additionally, looking at the standard deviation of the waveband ranking (i.e., PIP for BMA, OOB error for RF), multiple partitioning the grassland dataset in the cross-validation overall
Figure 16. Band selection and ranking (cross-validated mean and 1 standard deviation) for canopy chlorophyll content (CCC) prediction using (a) Bayesian model averaging (PIP; posterior inclusion probability); (b) Random Forest regression (OOB: out-of-bag error); (c) Partial least squares regression (VIP: variable importance for projection) and Lasso (vertical line, higher means more frequently selected); in relation to the (d) known absorption features in plants (C is from Elvidge (1987), Williams & Norris (1987), Himmelbach et al. (1988), Curran (1989), and Elvidge (1990); also Horler et al. (1983), Ben-Dor et al. (1997), and Dawson & Curran (1998)) and recently identified optimal non-redundant bands for studying vegetation (T is from Thenkabail et al. (2014)). Each regression model is shown with its best input (highest $R^2_{cv}$ and lowest $nRMSE_{cv}$) respectively: A=pseudo-absorbance, CR: continuum-removal. The precise wavebands (* ranking) are shown for interpretation in relation to known features. Note that BMA is applied to HyMap-resolution bands due to non-converging MCMC. See Table 1 section 2.1 and Table 10 (Appendix H) for complete information on the known absorption features.
4.3. Interpreting wavebands selected for predicting grassland variables

Table 6 lists the most frequently selected bands by Lasso using the best input (untransformed for LCC and LAI, CR for CCC).

Table 6. Wavebands selected more than 50% times (>5 out of 10 CV runs) by Lasso for predicting LCC, LAI, and CCC, using best input spectral transformation (untransformed for LCC and LAI, continuum-removal for CCC)

<table>
<thead>
<tr>
<th>Optical region</th>
<th>Wavelength (nm) selected</th>
<th>Known absorption features</th>
<th>Attributed to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visible blue</td>
<td>443.17(^b)</td>
<td>430(^i), 450(^i), 435(^i), Chlorophyll-a(^1,3), chlorophyll-b(^3) (435)</td>
<td></td>
</tr>
<tr>
<td>Visible green</td>
<td>557.65(^b)</td>
<td>550(±5)(^2)</td>
<td>Chlorophyll(^2)</td>
</tr>
<tr>
<td>Red edge</td>
<td>716.3</td>
<td>720(±5)(^2), 700-800(^i)</td>
<td>Stress and chlorophyll(^2), nitrogen(^1), protein(^1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>723.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>725.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>742.75</td>
<td>700-740(^i), 700-800(^i)</td>
<td>Nitrogen(^1), protein(^1), chlorophyll(^2)</td>
</tr>
<tr>
<td></td>
<td>744.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>745.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIR</td>
<td>816.57(^b)</td>
<td>800(^i), 813(^i), Lignin(^1), tannin(^1), biophysical(^8) quantities and yield(^2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>818.06(^b)</td>
<td>855(±20)(^2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>819.54(^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>821.03(^b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>901.93(^b)</td>
<td>Moisture(^2), biomass(^3), protein(^1,2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>910(±5; peak NIR)(^2)</td>
<td></td>
</tr>
<tr>
<td>Far NIR</td>
<td>1077.73(^a)</td>
<td>1075(^2)</td>
<td>Biophysical and biochemical(^6) quantities(^2)</td>
</tr>
<tr>
<td></td>
<td>1176.9</td>
<td>1180(±5)(^2), 1120(^i)</td>
<td>Water absorption band(^2), lignin(^1)</td>
</tr>
<tr>
<td></td>
<td>1185.71(^b)</td>
<td>1229.25 Unknown(^a)</td>
<td>Closest is 1200(^i) (water, cellulose, starch, lignin), 1215(^i) (starch) 1245(±5; peak in 1050-1300 nm=water sensitivity(^2))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1297.08(^a)</td>
<td>Unknown</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1394.51(^b)</td>
<td>Unknown</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1410.0</td>
<td>Water(^1)</td>
</tr>
<tr>
<td>Early SWIR</td>
<td>1418.04</td>
<td>1400(^i), 1420(^i), Water(^1) (1400), lignin(^1) (1420), plant moisture(^2), 1450(^i) (starch, sugar, water, lignin)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1410.23</td>
<td>1450(±5)(^2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1647.46(^b)</td>
<td>1650(±5)(^2)</td>
<td>Moisture(^2)</td>
</tr>
<tr>
<td></td>
<td>1692.19</td>
<td>1690(^i)</td>
<td>Lignin(^1), starch(^1), protein(^1)</td>
</tr>
<tr>
<td>Far SWIR</td>
<td>1887.13</td>
<td>Unknown</td>
<td>Closest is 1900(^i) (starch)</td>
</tr>
</tbody>
</table>

a Unknown if no previously known features or not within 10 nm of the known features
b Always selected (10 times); c Selected 9 times; d including LAI and total chlorophyll; e include total chlorophyll; f from reference 1 (below); g from reference 2 (in situ); h from reference 3 (in situ)

2: Thenkabail et al. (2014); 3: Pu & Gong (2011).
Except the three ‘unknown’ wavebands which are not associated with any previously known biochemicals (or lie outside 10 nm from known features), the other selected wavebands are within 10 nm from known absorption features of plant compounds. Lasso therefore performed appropriate waveband selection. However, only 7 out of the 21 wavebands with known absorption features agree with (within 10 nm of) the recently published optimal non-redundant hyperspectral narrowbands for studying vegetation and agricultural crops (Thenkabail et al., 2014), which may suggest grassland requires a different subset of optimal narrowbands.

Looking at the grassland variables separately, unexpectedly the most important wavebands for predicting leaf chlorophyll content (Table 6, Figure 17a) include not only the visible (selected 9/10 times; no chlorophyll absorption maxima in red however) and red edge region (~740 nm), but also the far NIR and SWIR wavebands associated with water and carbon-based (lignin, cellulose, protein, starch) biochemicals. In fact, the wavebands always selected in the cross-validation were in far NIR (1077.73 nm) which was widely known for their use to predict total (canopy, instead of leaf) chlorophyll (Thenkabail et al., 2014); with another far NIR waveband (1394.51) somewhat not associated with any known biochemical and likely simply affected by structural NIR scattering.
The most important wavebands (selected 90% times) for LAI prediction (Table 6, Figure 17b) were in the early NIR (as expected) around 820 nm where the reflectance variability is dominated by the leaf internal structure and close to lignin and tannin absorption centers (813 nm); and equally important, the water/moisture-related bands in far NIR (~1400 nm) and in early SWIR (~1650 nm). This indicates the usefulness of water absorption bands to predict grassland LAI as plant moisture content is likely correlated with the amount of biomass (van Wittenberge et al., 2014). Thus it may seem that while leaf water is known to obscure/mask the signal of the other plant biochemicals of interest in other applications (e.g., nitrogen, protein, ligno-cellulose) especially in the SWIR, in this case water actually helped in predicting LAI through the plant traits covariation. This benefit of leaf water however may not be available in the case of retrievals from airborne or spaceborne hyperspectral imaging whereby the wavebands in this water absorption region can be too noisy to reflect signal from land. Aside from NIR and SWIR, the early red edge (716.3 nm) was also important for LAI prediction although not selected as frequently by Lasso. Overall, the bands selection were remarkably stable suggesting these bands are potentially useful LAI predictors across grass species.

The wavebands selected for CCC (Table 6, Figure 17c) prediction (using the respective best input CR) were located in the red edge (~720 nm), and early SWIR (~1400 nm and 1690 nm) which are sensitive to leaf water and carbon-based compounds, with none in VIS (chlorophyll absorption wavebands). The waveband centered at 1692 nm was always selected which may signify the covariation between carbon-based compounds, leaf water, and CCC. This perhaps indicates that CCC (LAI x LCC) strongly reflects variability in LAI and only to a little extent LCC (as also observed by Darvishzadeh et al., 2008). However, important wavebands in early NIR for LAI prediction were not present for CCC prediction. This could be due to the effect of continuum-removal transformation on the spectra, as in Figure 14i, similar early NIR band was selected for CCC prediction using untransformed reflectance ($R^2_{cv}$ lower by 0.01 than using best input CR). Nevertheless, in general the more frequently selected wavebands were close between them i.e., CCC prediction using Lasso with untransformed reflectance and CR (Figure 14i and j).

### 4.4. Effect of spectral resolution

To investigate the upscaling potential of the best multivariate regression model i.e., the PLSR model (as the other tested models did not seem to significantly outperform this gold standard model) in predicting grassland canopy chlorophyll content (CCC), the canopy reflectance measured with field spectroradiometer (GER, 584 narrowbands) was spectrally resampled to the existing and planned optical missions of varying spectral resolution i.e., the number of bands, the band placement and width (Figure 18, decreasing spectral resolution from a to h).
Figure 18. Field spectra (shown is average of \( n = 185 \) plots) resampled (using Gaussian fit to FWHM) to existing and planned hyperspectral and multispectral optical sensors (points are the band center position). Atmospheric water absorption region around 1400 and 1900 nm (between the dotted lines) and atmospheric-purpose wavebands (at dotted line) were excluded except for original GER, EnMAP, and HyMap (with and without 'atm' bands). The fewer number of bands in parentheses is excluding atmospheric bands.

Table 7. Partial least squares regression applied to resampled/simulated spectra (untransformed reflectance). In parentheses is standard deviation in the cross-validation runs.

<table>
<thead>
<tr>
<th>No.</th>
<th>Sensor (# bands)</th>
<th>Factors(^1)</th>
<th>( R^2_{cv} )</th>
<th>( nRMSE_{cv} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Field (GER) (584)</td>
<td>5.2</td>
<td>0.712 (0.09)</td>
<td>35.1 (6.9)</td>
</tr>
<tr>
<td>(b1)</td>
<td>EnMAP (228)</td>
<td>5.7</td>
<td>0.748 (0.09)</td>
<td>33.2 (6.2)</td>
</tr>
<tr>
<td>(b2)</td>
<td>EnMAP (no atm.) (199)</td>
<td>5.3</td>
<td>0.688 (0.09)</td>
<td>36.3 (7.5)</td>
</tr>
<tr>
<td>(c1)</td>
<td>HyMap (119)</td>
<td>5.1</td>
<td>0.722 (0.09)</td>
<td>34.3 (6.6)</td>
</tr>
<tr>
<td>(c2)</td>
<td>HyMap (no atm.) (110)</td>
<td>5.3</td>
<td>0.696 (0.09)</td>
<td>35.5 (7.3)</td>
</tr>
<tr>
<td>(d)</td>
<td>CHRIS land (37)</td>
<td>3.5</td>
<td>0.653 (0.10)</td>
<td>37.7 (6.2)</td>
</tr>
<tr>
<td>(e)</td>
<td>CHRIS chl. (18)</td>
<td>3.3</td>
<td>0.660 (0.10)</td>
<td>37.3 (7.3)</td>
</tr>
<tr>
<td>(f)</td>
<td>Worldview 3 (16)</td>
<td>5.2</td>
<td>0.693 (0.10)</td>
<td>35.7 (6.4)</td>
</tr>
<tr>
<td>(g)</td>
<td>Sentinel 2 (no atm.) (10)</td>
<td>4.0</td>
<td>0.677 (0.10)</td>
<td>36.9 (7.0)</td>
</tr>
<tr>
<td>(h)</td>
<td>Landsat 8 (no atm.) (7)</td>
<td>2.9</td>
<td>0.632 (0.10)</td>
<td>39.0 (7.7)</td>
</tr>
</tbody>
</table>

\(^1\)The average number of optimal number of PLS factors in the cross-validation

\(^2\)no atm.: the atmospheric-affected bands were excluded
Quite surprisingly, the lower spectral resolution hyperspectral sensors namely EnMAP and HyMap provided higher CCC prediction accuracy (both in terms of lower $\text{nRMSE}_{cv}$ and higher $R^2_{cv}$) than the original GER spectral resolution (Table 7). That is, going from GER 584 bands to about half the number of bands, EnMAP sensor (228 bands) increased $R^2_{cv}$ from 0.712 to 0.748 (~0.04 unit higher) and decreased $\text{nRMSE}_{cv}$ from 35.1 to 33.2 per cent (1.9% lower). This was then followed by HyMap sensor (119 bands) which still attained slightly higher accuracy than GER ($R^2_{cv}$ higher by 0.01, $\text{nRMSE}_{cv}$ lower by 0.8%). Excluding bands in the atmospheric absorption region reduced the prediction accuracy, suggesting CCC retrieval from airborne and spaceborne hyperspectral sensors may lose the benefit of the wavebands associated with leaf water absorption which was found useful for predicting CCC in this present study. This can be seen from the high PLSR VIP (variable importance in projection) scores for the water absorption wavebands around 1400 nm as PLSR was applied to the full GER bands (Figure 19a). While quite similar, excluding the atmospheric absorption bands, it was unexpected that HyMap resolution data gave slightly higher accuracy than EnMAP. This however can partly be explained by the relatively higher VIP scores for the HyMap wavebands than EnMAP wavebands, especially in the visible and red edge domain (~400 to 740 nm) and around the second water absorption trough in SWIR. This indicates the redundantly additional number of narrowbands sampled by EnMAP or at GER spectral resolution may dilute the usefulness (lower the VIP scores) of the wavebands sensitive to variation in grassland canopy chlorophyll (i.e., fewer broader wavebands of HyMap can adequately contain the information). However, interestingly the perhaps too-broad spectral sampling in VIS by non-hyperspectral sensors (Worldview-3 in Figure 19a, Landsat-8 in Figure 19b) on the other hand somehow eliminated the VIS region importance for CCC prediction.

![Figure 19. PLSR band importance based on mean VIP score in cross-validation for CCC prediction using reflectance of simulated sensors. Except for the original spectra (GER), the atmospheric absorption wavebands were excluded to represent airborne and spaceborne retrieval situation. Bands with VIP scores higher than 1.0 are regarded as important (Wold et al., 2001).](image-url)
Simulated data of the other superspectral and multispectral sensors in general did not allow as high prediction accuracy as the hyperspectral sensors, with the exception of the unexpected lower accuracy for EnMAP (atmospheric bands excluded) than Worldview 3. In this case, Worldview-3 seemed to be most benefited by the NIR bands which, as in the VIS, its two bands may well represent the many NIR narrowbands of hyperspectral sensors (Figure 19a). Both the simulated superspectral CHRIS land (37 bands) and CHRIS chlorophyll (18 bands) channel predicted CCC with somewhat lower accuracy than Worldview-3 (16 bands) and even the multispectral Sentinel 2 (10 usable bands), likely due to the absence of SWIR bands in the CHRIS sensor settings. This confirmed the usefulness of far NIR and SWIR wavebands (see the high VIP scores of SWIR absorption wavebands beyond 2000 nm in Figure 19a) in predicting CCC, in which with only two additional SWIR bands (only one at 2200 nm seem to be important however, Figure 19b), Sentinel-2 MSI (10 bands, 3 bands not relevant for land-retrieval application were removed) could more accurately \( R^2_{cv} = 0.677, \, nRMSE_{cv} = 36.9\% \) predict CCC than either CHRIS land \( R^2_{cv} = 0.653, \, nRMSE_{cv} = 37.7\% \) or CHRIS chlorophyll \( R^2_{cv} = 0.660, \, nRMSE_{cv} = 37.3\% \) channel which were designed with more and narrower bands but only placed in the VNIR region. Thus, it may seem that predicting grassland CCC is more benefited by lower spectral resolution (fewer and broader bands) data but with band placement across the full optical electromagnetic spectrum domain (400-2400 nm). This was also indicated by the number of PLS factors extracted for CCC prediction: the 16-band Worldview-3 contains more unique information for explaining CCC variation (5 factors, in fact similar to the hyperspectral sensors) than the CHRIS sensors (3-4 factors) which concentrate only in VNIR.

Finally, among all, it was as expected that the lowest spectral resolution sensor Landsat-8 OLI also provided the lowest accuracy \( R^2_{cv} = 0.632, \, nRMSE_{cv} = 39.0\% \). As it also has similarly placed SWIR wavebands as Sentinel-2 (which predicted better than CHRIS), the likely reason for the lowest accuracy is simply the inadequate spectral sampling in the red edge and NIR region (i.e., available in CHRIS sensor design for land and chlorophyll channel) widely known for its usefulness in vegetation LAI and chlorophyll retrieval. Indeed, even when using HyMap or EnMAP hyperspectral resolution, the red edge wavebands proved to be most important for grassland CCC prediction (Figure 19a). As expected Landsat-8 showed the NDVI red and NIR bands to be most important (Figure 19b). Compared to the EnMAP sensor which best predicted CCC as shown above, Landsat-8 retrieval accuracy was lower by 5.8% in terms of \( nRMSE_{cv} \) and 0.116 unit in terms of \( R^2_{cv} \) (i.e., PLSR model could explain 11.6% less variability in CCC using the grassland reflectance simulated to Landsat-8 spectral resolution).
“The value of interpretation is in enabling others to fruitfully think about an idea.” —Andreas Buja

5. DISCUSSION

In the following discussion the key findings were compared with previous studies and suggestions on improving the predictive accuracy were discussed.

5.1. The influence of spectral transformation

In general, only minor improvements were obtained from the three spectral transformations tested (continuum-removal CR, first derivative FDR, and pseudo-absorbance A) in predicting either grassland biochemical (chlorophyll) or biophysical variable (leaf area index). Previously, Ullah et al. (2012) found both grassland biophysical (green biomass) and biochemical (nitrogen density, $gm^{-2}$) were better estimated with band depth ($BD=1-CR$ value) analysis than original reflectance (however, with comparable accuracy to this present study i.e., $R^2=0.73$ for biomass (this study, best is 0.72 for LAI)). In particular, the normalized band depth features (i.e., band depth normalized by center depth $BNC=BD/D_c$, or by absorption area $BNA=BD/D_a$) gave more accurate estimation than the un-normalized band depth values. This is unlike the finding in this present study where univariate correlation analysis did not show considerable improvement by the band depth normalization procedure. This however may be due to the rather arbitrary definition (based on visual identification of absorption features in the grassland canopy reflectance) of the absorption feature wavelength intervals, instead of more automatic absorption shoulder determination based on e.g. inflection point using the DISPEC 3.2 IDL program as in Girma et al. (2013).

In another study, Ramoelo et al. (2013) predicted N:P ratio using PLSR and found that CR and water-removal performed better than FDR and original reflectance. This may suggest that spectral transformations may work better for estimation of plant biochemicals with subtler signal or narrower absorption feature than the rather broad absorption feature of chlorophyll in the visible region and water absorption in SWIR found useful to estimate LAI in this present study. Indeed, CR and FDR (or both as in first derivative of continuum-removed spectra, CRDR) have been successfully used to estimate nutrient (non-pigment) biochemicals such as nitrogen, phosphorus, calcium, potassium, sodium, and magnesium (e.g., Mutanga, Skidmore, & Prins, 2004; Ferwerda & Skidmore, 2007, Axelsson et al., 2013), or plant phenolics (Kokaly & Skidmore, 2015). Although not substantial, the higher performance of pseudo-absorbance ($log(1/Reflectance)$) than original reflectance for LCC and CCC prediction using the best model, respectively, RF and PLSR, seemed to be in agreement with Fourny & Baret (1998), Johnson (2001), and Serrano, Peñuelas, & Ustin (2002) as there is a linear relationship between the foliar biochemical and its contribution to the log(1/R) at the wavelength absorbed (Kumar et al., 2001).

However, our finding regarding the lack of improvement offered by spectral transformation agrees with Cho et al. (2007), studying grassland biomass in the same study area (Majella), who found no substantial improvement after FDR transformation as compared to original reflectance using PLSR with full spectrum ($R^2$ increased by just 0.01) and in fact worse performance of CR ($R^2$ decreased by 0.06). They did however found slight improvement by CR ($R^2$ increase by 0.11) using pre-selected bands. Similarly, also analyzing grassland LAI and chlorophyll, Darvishzadeh et al. (2008) found relatively higher independent test set validation accuracy of PLSR using original reflectance of pre-selected subset of wavebands. This present study however focused on using full spectrum data to identify useful wavebands to predict grassland LAI and chlorophyll. We also tested the PLSR model with internal simultaneous variable
selection procedure through regularization similar to Lasso (called sparse PLSR, Chun & Keleş, 2010) and found relatively similar accuracy to full spectrum PLSR (Table 11, Appendix I).

There was also no one spectral transformation that worked best for all regression models to predict either LCC, LAI, CCC, or all of the grassland variables. As a uniform cross-validation procedure with the same dataset partitioning was carefully implemented, this behaviour was not likely caused by a pure randomness in the statistical analysis. This therefore may suggest, as the spectral transformations effectively enhance different parts of the spectrum, different transformations may be needed for different biophysical or biochemical variables, such as the finding by Ferwerda & Skidmore (2007).

5.2. Optimal spectral analysis vs whole spectral analysis

All the whole-spectral-analysis methods (PLSR, RF, BMA) in general outperformed optimal-spectral-analysis method Lasso. This showed that multivariate methods that select an optimum subset of narrowbands (also e.g., stepwise multiple linear regression), although can prevent loss of information in otherwise univariate methods commonly based on narrowband indices employing 2-3 narrowbands (Darvishzadeh et al., 2008), may actually still lose some information in hyperspectral data. Therefore, full spectrum (whole spectral) analysis methods capable of exploiting all wavebands and handling multicollinearity such as PLSR and RF may be the preferred approach for maximizing predictive accuracy. BMA suffered from failure of MCMC convergence when we applied full 584 bands data, and therefore was not as adaptable to high dimensional data. Other MCMC samplers could be tested.

However, there will be cases where optimal spectral analysis (bands selection) remains essential especially if the modelling interest is not only in maximizing prediction accuracy, but also interpretation of most important wavebands (i.e., the accuracy vs interpretability tradeoff). According to Thenkabail et al. (2014), typically 3 to 8 hyperspectral narrowbands are sufficient to attain best possible accuracy in modelling crop biophysical and biochemical variables (in this present study Lasso selected on average 11 bands for LAI and 9 bands for CCC). Therefore, future studies should continue the exploration of optimal spectral analysis methods such as regularization/shrinkage methods with other established penalty functions. For example, the possible drawback of Lasso in equally shrinking the regression coefficients of all narrowbands (thus shrinking the important wavebands as much as the unimportant ones) could suggest that the bands selection (and thus predictive accuracy) can potentially be improved by the so-called double Lasso procedure, namely relaxed Lasso and adaptive Lasso which in principle impose different/adaptive shrinkage (Zou, 2006; Meinshausen, 2007).

5.3. The utility of non-parametric (machine learning) regression algorithm and importance of model evaluation

This present study did not find strong evidence regarding improvement by non-parametric (and stochastic), non-linear Random Forest regression model over the linear parametric models (PLSR, Lasso, BMA). Coefficient of determination did increase for LAI estimation, however closer inspection on the plot of measured vs predicted values revealed a somewhat “localized” improvement in the fitting over the low range values of the grassland variables. This exemplifies the importance of assessing both \(R^2_{cv}\) and \(nRMSE_{cv}\) as well as the visual fit for a more reliable assessment of prediction accuracy. \(R^2_{cv}\) does not measure the exact difference between measured and predicted data (Richter et al., 2012). Model evaluation is therefore just as important as model development in biophysical/biochemical variables retrieval from remote sensing and Earth observation data, and this present study adopted the nested (with independent model calibration step) 10-fold cross-validation taking advantage of the large dataset (\(n = 185\)) to approximate external validation (see Figure 24, Appendix G).
The RF results suggest that the prediction errors from the linear models were not likely due to non-linear dependency (e.g., saturation of reflectance at dense canopy (Chen & Cihlar, 1996; Mutanga & Skidmore, 2004)) between grassland canopy reflectance and the grassland variables. Partly an attempt to capture the non-linearity, some studies readily transformed the reflectance into spectral indices as input to the multivariate regression analysis, for example Li et al. (2014) using PLSR, Abdel-Rahman et al. (2013) and Adam et al. (2014) using RF regression. However, Verrelst et al. (2012) demonstrated that non-linear method applied to original band can approximate more flexible relationship than when applied to spectral indices. The careful selection of narrowbands using multivariate methods can alleviate the saturation problem and thus linear model is sufficient. Investigating different fitting functions to estimate LCC and LAI, Rivera et al. (2014) concluded that the major impact on retrieval accuracy does not come from the choice of curve fitting, but rather from the choice of narrowbands or the spectral dimension.

Thus, the utility of the non-parametric machine learning regression models (Verrelst et al., 2012) recently advocated for biophysical retrievals from EO ought to be further investigated preferably through a comprehensive methodology intercomparison (linear/parametric vs non-linear/non-parametric) studies, especially concerning retrieval from hyperspectral data. This is especially taking into account the need for longer (even more so for hyperspectral data) training time, more computational power, and substantive expertise to implement the machine learning algorithms; all which may require sufficiently higher improvement in accuracy to be worth the extra computational burden. We also tested RF regression with spectra resampled to lower spectral resolution as in section 4.4 and found in general relatively lower accuracy than PLSR for all sensors, suggesting non-linear RF did not outperform linear PLSR either under lower dimensional settings (see Table 15, Appendix L).

5.4. Comparing retrievals for LCC, LAI, and CCC

Overall LAI and CCC could be estimated with good accuracy (best $R^2_p > 0.5$, following Richter et al. (2012)). LCC on the other hand was poorly estimated in all models. CCC and LAI were significantly better predicted than LCC. Previously, Ullah et al. (2012) also found that the canopy integrated variable nitrogen density (green biomass x nitrogen concentration) was better estimated than leaf nitrogen concentration as it was dominated by the effect of green biomass. Concerning the close correlation between CCC and LAI, Blackburn (1998) suggested to instead measure chlorophyll concentration per unit mass which is more independent from the canopy structural development and thus serves as a more useful indicator of plant physiological status as the chlorophyll concentration per mass in stressed plants will decline even when the canopy structure (i.e., LAI) is maintained.

5.5. Likely sources of prediction errors and ways to improve accuracy

The poor retrieval for LCC likely indicates the poor leaf chlorophyll signal propagation to the grassland canopy reflectance (Asner, 1998; Daughtry et al., 2000; Darvishzadeh et al., 2008). Grass leaf signal was likely interfered by reflectance variation induced by structural variability (e.g., LAI and leaf spatial arrangement i.e. leaf angle distribution, LAD), other foliar pigments present, leaf water, background signal from exposed bare soil (which can be neglected for canopies with LAI≥3 (Atzberger et al., 2003), in this study plot (185) average LAI=2.81), and non-photosynthetic tissues such as standing litter; all contributing to the canopy signal. The canopy biophysical variation was also likely the reason for seemingly un-improvable accuracy when predicting LAI and CCC in this present study. Numata et al. (2007) observed that the variation in canopy structure within the field of view of a field spectrometer contributes to spectral variability of canopy reflectance even for areas with the same amount of biomass. Darvishzadeh & Skidmore (2008) demonstrated the significant influence of plant architecture on LAI estimation.
This complexity of canopy signal was likely further amplified by the heterogeneous (mixed species) nature (Yoder & Pettigrew-Crosby, 1995; Huber et al., 2008) of the studied grasslands with different species possibly having different canopy architecture. This may be indicated by the relatively high standard deviation of $R^2_C$ suggesting the models calibrated using each of the realisation of the training set (in the cross-validation step) may not perform well when validated against the independent test set which may contain different grass species. Differences in the canopy physical structure of different species have also been found to obscure absorption features of plant nutrients (Ferwerda & Skidmore, 2007). Incorporating all bands (whole spectral analysis) helped to resolve the reflectance variability due to species differences (van Wittenberghe et al., 2014) but not completely. Additionally, the fact that CR and FDR were not able to improve the prediction accuracy may indicate that the species differences influence the canopy signal not by simply offsetting the reflectance baseline/overall brightness (thus no change in local absorption features (Asner, 1998)) but rather in a more complex manner.

Consequently, potential ways to improve LAI and chlorophyll prediction of grassland may not be offered by solely the statistical modeling part as investigated in this present study. The prediction errors were not likely due to incorrect model (functional) form or predictors (wavebands). We also evaluated the possibility of the influence of outliers using robustified PLSR (partial robust M-regression) and found no substantial improvement in accuracy either (see Table 12, Appendix J). Thus, it may seem that to improve the accuracy, the grassland canopy structural variability should be accounted for more explicitly. One way to do so is by stratifying the predictive models based on grass/herb species. Partitioning the data based on species has been found to improve prediction accuracy for biochemical and biophysical variables (Mutanga et al., 2004; Darvishzadeh et al., 2008). Another way is by accounting for integral effects of canopy structure itself such as in Knyazikhin et al. (2013) or in the practice of physically-based radiative transfer model inversion, although the suitability of the physical models to heterogeneous grassland canopy still needs to be investigated (Darvishzadeh et al., 2008b; He & Mui, 2010) and the ill-posed nature of the model inversion remains a challenge (Dorigo et al., 2007; Rivera et al., 2014).

Finally, despite great care has been exercised during the field measurement (i.e., taking several replicate measurements of canopy reflectance, LAI, and leaf chlorophyll for averaging to minimize error and their measurement under suitable weather and sun illumination condition), other sources of the prediction errors can originate from the uncertainty in the field measurements. For example, scaling up leaf chlorophyll to canopy chlorophyll by non-destructive canopy-integrated approach (Jago, Cutler, & Curran, 1999; Gitelson et al., 2005; Ciganda et al., 2009; Atzberger et al., 2010; Delegido et al., 2010). This may not be suitable if leaf chlorophyll is not uniformly distributed or if a significant amount of non-photosynthetically active components is present in the canopy (He & Mui, 2010). Uncertainty can also come from the assumption of LAI measurement with the LAI-2000 (LICOR Inc., Lincoln, NE, USA) which is that the leaves are randomly distributed (spatially) with no correction for clumping (Chen et al., 2002; Darvishzadeh et al., 2008; Rivera et al., 2014), or the indirect measurement (van Wittenbergh et al., 2014) of LCC using Markwell et al. (1995) empirical calibration function to convert the unit-less SPAD readings to the amount of leaf chlorophyll ($\mu g cm^{-2}$). Concerning the latter, laboratory extraction of the leaf chlorophyll to perform specific calibration is also not without uncertainty (Hu, Tanaka, & Tanaka, 2013). Thus, it can be argued that for practical consideration (e.g. time, cost, convenience, scale of application/mapping), often the rapid portable non-destructive approach remains the preferred one. Indeed, recently we see the increasing application of smartphone app-based PocketLAI (Confalonieri et al., 2013; Francone et al., 2014) and PocketN (Confalonieri et al., 2015) for ground validation as in the European FP7 project ERMES.
5.6. Useful wavebands to predict grassland variables

Despite the slightly lower accuracy, Lasso provided a useful insight on the best subset of wavebands to predict LAI and chlorophyll of the multi-species grassland. A noticeable trend from the wavebands selection analysis was the usefulness of wavebands in the far NIR (1000-1300 nm) and early SWIR (1400-1700 nm) region in the prediction of both LAI and chlorophyll. In particular, the wavebands in this region were known to be sensitive to leaf structure, water, and/or carbon-based compounds such as lignin, starch, and protein (see Table 6, section 4.3). Previously, analyzing a multi-species dataset in a field-based experiment, van Wittenberghe et al. (2014) similarly found the importance of the spectral features related to structural and carbon storage functions for both biochemical (leaf chlorophyll) and biophysical (specific leaf area i.e. ratio of fresh leaf area over dry leaf weight) variables.

For LCC prediction, although the highest importance (most frequent selection) of far NIR wavebands sensitive to leaf structure than direct chlorophyll absorption in the visible region was rather unexpected, the other frequently selected wavebands (in order of importance i.e. frequency of selection) in the pigment absorption region in VIS, water absorption in far NIR and SWIR, as well as red edge region are in good agreement with previous studies. Lasso selected green waveband instead of red as it is well known that the wavebands off of chlorophyll absorption maxima provided greater sensitivity to higher range of leaf chlorophyll (Gitelson & Merzlyak, 1994; Sims & Gamon, 2002; Blackburn, 2007). Interestingly however, the blue waveband managed to be selected 90% of the times despite the known strong chlorophyll absorption and interference from other pigments in this region (Merzlyak et al., 2003). Of next importance is the red edge wavebands (~750 nm) commonly used for chlorophyll indices (Main et al., 2011), and the water or lignin absorption waveband around 1420 nm. The latter may suggest that the chlorophyll absorption was additively driven by water absorption overtone (van Wittenberghe et al., 2014).

For LAI, the water absorption bands in far NIR (~1400 nm) and SWIR (~1600 nm) were also important, suggesting covariation between leaf area and leaf water (van Wittenberghe et al., 2014). The red edge is less involved, which was in disagreement with Lee et al. (2004) who concluded that red-edge and SWIR regions were more important that NIR for estimating LAI.

For CCC, the most important waveband was somewhat related to ligno-cellulose absorption (~1690 nm) which also had some importance for chlorophyll estimation in van Wittenberghe et al. (2014), followed by water absorption band (~1400 nm) and the red edge bands (~720 nm). The absence of chlorophyll absorption bands in VIS likely reflects the strong domination of LAI variability in CCC (Darvishzadeh et al., 2008) whereas LCC contributed relatively smaller variation to CCC.

Thus, in general, the far NIR and SWIR bands proved as useful as the more traditionally explored visible, red edge, and early NIR region for predicting LAI and chlorophyll in a heterogeneous system such as the studied multi-species grassland.

5.7. Effect of spectral resolution and upscaling the retrieval

The results of the spectral simulation revealed that the highest spectral resolution sensor field spectroradiometer GER (584 bands) did not necessarily provide the highest accuracy in predicting the grassland canopy chlorophyll content. This may indicate that CCC prediction with PLSR model (concluded as the optimum model in terms of accuracy, visual fit, and interpretability in this present study) is too some extent affected by too-high dimensionality i.e., too many bands (Chun & Keleş, 2010). Concerning the upscaling to hyperspectral sensors at airborne and spaceborne platform, too-narrow spectral sampling (at a given instantaneous field of view) may cause too-low signal-to-noise ratio especially for wavebands in SWIR region (Kruse, Boardman, & Huntington, 2002; Kaufmann et al., 2006; Rivera et
al., 2014). Spaceborne sensors orbiting at an altitude of 500 km receive approximately 10000 times less radiance than an aircraft flying at 5 km. (Kumar et al., 2001). One upscaling challenge is therefore perhaps to perform optimum radiometric correction (and thus atmospheric correction) to recover the far NIR and SWIR bands proved useful for predicting grassland LAI and chlorophyll in this present study. Previously Gong et al. (2003) also found bands in SWIR as most important to predict LAI from the spaceborne hyperspectral sensor Hyperion data.

It was found that hyperspectral sensors did provide higher accuracy, with the lowest spectral resolution Landsat-8 OLI performing the worst. This was not in line with Herrmann et al. (2011) who concluded that data simulated to superspectral VENμS and Sentinel-2 can spectrally estimate LAI as good as field hyperspectral sensor. It was also found that placement of broader bands throughout the optical domain (400-2400 nm) as in Worldview-3 MS & SWIR and Sentinel-2 MSI was more advantageous than narrower bands concentrated in the visible, red edge, and early NIR excluding far NIR and SWIR bands (CHRIS). Thus, it may seem that the effect of band position is more detrimental than band width on retrieval accuracy for CCC. However, a compromise has to made between the accuracy and data cost and availability.

One common observation from the PLSR band importance (VIP) of the different sensors (Figure 19, section 4.4) was the significance of red edge bands for predicting canopy-integrated chlorophyll content (CCC), especially for low spectral resolution sensors with no or only a few SWIR bands and as atmospheric water absorption wavebands were excluded. This supports previous simulation studies (Sentinel-2) also showing the red-edge bands significance for estimating LAI and chlorophyll (Delegido et al., 2011; Clevers & Gitelson, 2013). The range of the important red edge bands was also rather narrow, which may suggest sensitivity of the retrieval accuracy to small shift in red edge band placement.

Concerning the upscaling potential, however, in reality upscaling the retrieval from field to airborne and spaceborne measurement does not only carry spectral resolution degradation, but also spatial resolution degradation (e.g., mixed pixel effect), and other confounding factors such as atmospheric noise, BRDF (viewing geometry, shadow) effects, as well as lower radiometric quality (signal-to-noise ratio). Most grassland ecosystems are characterized by discontinuous canopy (especially if grazing activity is present) and thus the signals from non-vegetation components such as exposed soil and standing litter can dominate grass canopy reflectance (Asner et al., 2000; Okin et al., 2001; Numata, 2012) and may set practical limits of retrieval using hyperspectral, or optical RS data in general, if their effects are not explicitly accounted for.
6. CONCLUSION AND RECOMMENDATION

6.1. Conclusion

This most important conclusions from this present study are as follows:

- Grassland LAI and canopy chlorophyll content could be predicted with relatively good accuracy using field hyperspectral measurement of canopy reflectance. However, relatively poor accuracy was obtained for leaf chlorophyll content indicating the poor leaf signal propagation to canopy level signal (question 1 below).

- Whole-spectral-analysis models (PLSR, RF, and BMA) which make use of all wavebands (full information, despite redundancy) performed better than optimal-spectral-analysis model (Lasso) which instead performs wavebands selection. Therefore, there was some loss of information using multivariate methods that perform wavebands selection.

- However when considering model interpretability, despite the relatively small sacrifice in accuracy, Lasso appeared to be a viable alternative as it selected relevant wavebands that could be attributed to known absorption features. The choice between the optimum models therefore depends on the tradeoff between model accuracy and interpretability.

- In general, no substantial and no significant improvement in accuracy (over the gold standard model PLSR) was provided by the other multivariate methods in combination with the spectral transformations. In terms of model interpretability, the alternative whole-spectral-analysis methods (ensemble BMA and non-linear RF) also did not identify the relevant wavebands which can be associated to known absorption features or previously published sensitive wavebands.

- For predicting grassland LAI and chlorophyll, wavebands not directly attributed to absorption features of biochemical variable of interest (e.g. chlorophyll) were useful, such as water absorption wavebands. The far NIR and SWIR region were as important as the more traditionally explored VIS, red edge, and early NIR for grassland.

- Based on the spectral simulation results, although not achieving prediction accuracy (CCC) as high as hyperspectral sensors, there seemed to be a promising upscaling potential (spectrally speaking) for optical sensors with bands placement across the full optical domain (400-2400 nm) and importantly within the relatively narrow red edge region, such as Sentinel-2 which is planned for launch in June 2015.

6.2. Summary to answers to research questions

The followings are brief answers to the research questions based on results in Chapter 4:

Question 1: To which degree grassland LAI, LCC, and CCC can be predicted from field hyperspectral measurement?

Answer: Using the most accurate model (regression model and input spectral transformation, see Question 3 below), leaf area index (LAI) and canopy chlorophyll content (CCC) could be predicted with good accuracy, namely cross-validated coefficient of determination $R^2_{CV} = 0.719$ (cross-validated relative error $nRMSE_{CV} = 28.9\%$ or 0.81 $m^2/m^2$) for LAI prediction; $R^2_{CV} = 0.760$ ($nRMSE_{CV} = 32.1\%$ or 0.28...
g m\(^{-2}\)) for CCC prediction. However, leaf chlorophyll content (LCC) could be predicted with poor accuracy \(R^2_{cv}=0.492\); \(nRMSE_{cv}=14.8\%\) or 4.45 \(\mu g\) cm\(^{-2}\). This is based on Table 3 (section 4.2). To note is that the \(nRMSE_{cv}\) is relative to the mean value of the measured grassland variables (i.e., 30.07 \(\mu g\) cm\(^{-2}\) for LCC; 2.81 m\(^2\)m\(^{-2}\) for LAI; and 0.87 gm\(^{-2}\) for CCC).

**Question 2:** Which of the three grassland variables can be most accurately predicted?
**Answer:** The canopy-integrated variable CCC (which contains both structural and chlorophyll signal) could be predicted with the highest accuracy (i.e., 0.492; 14.8% or 4.45 \(\mu g\) cm\(^{-2}\)). This is based on Table 3 (section 4.2) and Table 5 (section 4.2.3).

**Question 3:** Which of the four investigated multivariate regression models (in combination with input spectral transformation) can most accurately predict LCC, LAI, and CCC?
**Answer:** The optimum model (highest accuracy) is non-parametric Random Forest regression with input pseudo-absorbance for LCC; Random Forest regression with input first-derivative reflectance for LAI; and partial least squares regression with input pseudo-absorbance for CCC. Compared to PLSR, the improvement in accuracy by Random Forest regression for LCC and LAI prediction however could be considered not substantial, and statistically not significant. This is based on Table 3 (section 4.2) and Table 4 (section 4.2.3).

**Question 4:** Which wavebands in the investigated models are characterized to predict grassland LAI, LCC, and CCC?
**Answer:** This is based on the interpretation of Lasso-selected wavebands (explainable wavebands i.e., within 10 nm of known absorption features (Table 1, section 2.1) or previously published as optimum wavebands (Table 10, Appendix H)).
- Wavebands useful for LCC prediction, in order of importance, were found in far NIR, visible blue and green, followed by red edge and SWIR. While the visible and red edge wavebands have previously been attributed to leaf chlorophyll, the far NIR and SWIR wavebands were related to other biochemical or biophysical variables such as water and lignin.
- For LAI prediction, most useful wavebands were located in NIR peak of structural scattering which was also associated with lignin and tannin absorptions. Of equal usefulness were water absorption bands in far NIR and SWIR. The red edge was less involved.
- For CCC, waveband in SWIR attributed to lignin, starch, protein absorption somewhat appeared as a consistent predictor, followed by water/lignin absorption band and the red edge bands. Chlorophyll absorption wavebands were not present and this may be due to more dominant contribution of LAI than LCC to variability in canopy-integrated CCC (Darvishzadeh et al., 2008).

**Question 5:** How is the predictive accuracy of the “optimum” model in (3) affected by varying spectral resolution using the existing and planned optical sensors?
**Answer:** This is based on section 4.4. In general non-hyperspectral sensors could predict CCC with relatively lower accuracy than hyperspectral sensors. However, the highest spectral resolution data did not necessarily provide the highest accuracy. This could suggest PLSR could be affected by noisy bands when spectral sampling is too narrow. Sensors which sample broader wavebands across VNIR-SWIR achieved relatively higher accuracy than sensors with narrower bands but placed solely in VIS, red edge, and early NIR. Excluding the water absorption bands that could be noisy in spaceborne measurements, and for multispectral sensors, the red edge bands proved highly important for CCC prediction and spanned a relatively narrow range, suggesting the retrieval would be sensitive to a small shift in band placement in the
red edge region. Sentinel-2 data was clearly benefited by the inclusion of red edge bands as compared to Landsat-8.

### 6.3. Suggestion for further studies

This present study has shown that predicting biochemical and biophysical variable of grassland remains a challenging task (advanced and non-parametric multivariate regression models could not significantly improve the accuracy) as the accuracy is likely affected by the heterogeneity-induced spectral complexity of the canopy reflectance. As such, approaches that explicitly account for grass structural differences (spatial distribution of canopy elements such as leaf angle distribution and clumping) especially for different grass species are hereby recommended. This may be achieved by:

1. Stratifying the predictive model based on grass species. Hyperspectral data can be especially useful to detect spectral differences between grass species (Schmidt & Skidmore, 2001), and therefore prior grass species classification can be performed. However, as Darvishzadeh (2008, p. 136) noted, this influence of heterogeneity (species diversity) is relative to the spatial scale of measurement.

2. Multisensor approach: data integration/fusion between optical (hyperspectral) and ‘structural’ sensors such as radar (microwave) and lidar. For example, grassland height and density can be estimated using airborne laser scanner (Straatsma & Middelkoop, 2007). Especially for estimating grassland foliar biochemical variable (e.g., chlorophyll), the canopy signal can be corrected for this structural variability beforehand and therefore biochemical signal can be better isolated in the residual signal (Knyazikhin et al., 2013).

3. Integration of statistical and physical models. The statistically-retrieved LAI and chlorophyll can be used to parameterize (to regularize) the physical models which account for multiple structural and foliar biochemical parameters simultaneously. The three-dimensional canopy reflectance (radiative transfer) models which are designed for heterogeneous canopy such as DART (Gastellu-Etchegorry, 1996) can be investigated.

4. Concerning the upscaling potential, as we look forward to the future spaceborne hyperspectral missions (Table 9, Appendix C), further studies are needed to evaluate LAI and chlorophyll retrieval using simulated raw spaceborne imagery data by simulating not only the spectral resolution, but also the spatial and radiometric resolution as well as the atmospheric effects on the reflectance for example using the EnMAP end-to-end-simulation tool (Segl et al., 2012).

However, we acknowledge that our above conclusions naturally apply to the grassland we studied and in particular the range of measured LAI and chlorophyll. That is, considering both statistical and physical models have their own advantages and drawbacks (section 1.1.2), further studies are still needed to investigate the usefulness of statistical inversion from hyperspectral data in other grassland ecosystem and preferably collection of samples with wider range (variation) of chlorophyll content (per leaf area) and/or concentration (per mass). The latter can be done for example by providing nutrient treatments in experimental grassland plots.

The utility of the whole-spectral-analysis methods namely the ensemble methods (RF and BMA in this present study) as well as the non-parametric machine learning regression algorithm (MLRA) models (e.g., RF) should also be investigated further with other datasets, and modifications might be needed to make the models more adaptable to the high-dimensionality and multicollinearity of hyperspectral data. This can be achieved for example by incorporating regularization/shrinkage procedure (e.g., Lasso penalty) to
simultaneously perform important waveband selection within the non-linear fitting, as in penalized Gaussian process model (Yi et al., 2011). The recently developed MLRA toolbox in ARTMO (Rivera et al., in press) can be useful to more easily implement the MLRA models. Alternatively, as we found relatively small sacrifice in accuracy as compared to whole-spectral-analysis methods, wavebands selection (optimal-spectral-analysis) methods with other high-dimensional shrinkage procedures (section 5.2) can be tested, to develop interpretable models and ultimately to identify most useful wavebands to predict biophysical and biochemical variables of grassland. Finally, the multivariate statistical methods demonstrated in this present study can in principal be applied (calibrated and validated) for other study area, vegetation types, and vegetation parameters.
LIST OF REFERENCES


A. Importance of LAI and chlorophyll in ecosystem functioning and precision agriculture

Figure 20. Land surface characteristics (in blue) successfully estimated (in spatially-explicit manner) using remote sensing as input to ecosystem models linking carbon, energy, water, and nutrient balance. Also shown (in yellow) are the key plant functions influenced by LAI and plant chlorophyll, which are associated to ecosystem processes governing the atmosphere-biosphere exchanges/interactions, and useful information for precision agriculture (in green box). (1) LAI on one hand is related to light interception (fAPAR) by plants for photosynthesis and thus the ecosystem primary productivity (NPP), and on the other hand also determines canopy rainfall interception which in turn influences plant transpiration and soil water balance. Importantly, the leaf transpiration is closely linked to CO₂ fixation/uptake from the atmosphere (thus governing photosynthesis rate) in a mechanism called the ‘stomatal conductance’. Change in LAI is also useful for monitoring vegetation seasonal growth/timing (phenology). It is therefore not an exaggerated statement to say that leaf area is the grand entrance/interface between biosphere, atmosphere, and hydrosphere. (2) Foliar chlorophyll with its close association to nitrogen very importantly determines the fraction of the intercepted light actually used for photosynthesis (LUE) and thus total canopy chlorophyll (e.g. leaf chlorophyll x LAI) is considered the most directly relevant indicator of productivity. Chlorophyll is also an indicator of plant health status. (3) In climate change studies, the ecosystem carbon balance (net ecosystem exchange (NEE)) is estimated from the net primary productivity (NPP) and soil respiration, which among all, is influenced by soil water. (adapted from Running & Coughlan (1988); Dawson et al. (2003); Turner, Ollinger, & Kimball (2004); and Gitelson et al. (2006))
### B. Summary of hyperspectral RS studies estimating LAI and chlorophyll using statistical methods

Table 8. Hyperspectral RS studies of LAI and chlorophyll up to 2014. For abbreviations see under Table.

<table>
<thead>
<tr>
<th>No</th>
<th>Reference</th>
<th>Parameter(s)</th>
<th>Scale</th>
<th>Statistical methods</th>
<th>Vegetation type(s)</th>
<th>Retrieval accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Curran et al. (1997)</td>
<td>Canopy Chl (CCC)</td>
<td>Airborne (AVIRIS)</td>
<td>SMLR of 1st DS</td>
<td>Pine needle</td>
<td>$R^2=0.78-0.99$</td>
</tr>
<tr>
<td>2</td>
<td>Blackburn (1998)</td>
<td>Leaf Chl and Canopy Chl per unit mass (concentration) and area (content: LCC, CCC)</td>
<td>Field (canopy spectra, fresh leaves)</td>
<td>$HNBVI, REIP, D3$</td>
<td>Mature bracken</td>
<td>CCC per area $r=0.97$ (HNBVI); CCC per mass $r=0.81-0.91$ (2nd DS @ 664.3 nm); LCC per mass $r=0.83-0.84$ (DS @ 729.3 nm)</td>
</tr>
<tr>
<td>3</td>
<td>Jago, Cutler, &amp; Curran (1999)</td>
<td>CCC</td>
<td>Field and airborne (canopy spectra)</td>
<td>REIP</td>
<td>Grassland, winter wheat</td>
<td>Field: $r=0.84$ (grass) &amp; $r=0.80$ (wheat); Airborne: $nRMSE=12.69%$ (grass) &amp; $nRMSE=16.4%$ (wheat)</td>
</tr>
<tr>
<td>4</td>
<td>Curran et al. (2001)</td>
<td>LCC</td>
<td>Lab (laboratory, leaf spectra, dried compounds)</td>
<td>SMLR of 1st DS, band depth</td>
<td>Pine needle</td>
<td>$R^2=0.96$ ($nRMSE=0.12%$)</td>
</tr>
<tr>
<td>5</td>
<td>Haboudane et al. (2004)</td>
<td>LAI</td>
<td>Airborne (CASI)</td>
<td>HNBVIs</td>
<td>Crops (soybean, corn, wheat)</td>
<td>$R^2=0.74-0.98$ ($nRMSE=0.28-0.85%$)</td>
</tr>
<tr>
<td>6</td>
<td>Lee et al. (2004)</td>
<td>LAI</td>
<td>Airborne (AVIRIS)</td>
<td>HNBVIs, $CCA$</td>
<td>Crop, tallgrass prairie, conifer forest</td>
<td>$R^2=0.9$</td>
</tr>
<tr>
<td>7</td>
<td>le Maire et al. (2004)</td>
<td>LCC</td>
<td>Lab (leaf spectra)</td>
<td>$HNBVI_4$, REIP, NN</td>
<td>Deciduous tree species + simulated</td>
<td>$RMSE=3.7 \mu g cm^{-2}$ (HNBVI); 4.2 $\mu g cm^{-2}$ (NN); N/A cause 'double peak' (REP)</td>
</tr>
<tr>
<td>8</td>
<td>Pu and Gong (2004)</td>
<td>LAI</td>
<td>Spaceborne (Hyperion)</td>
<td>SMLR, PCA, $IFT$</td>
<td>Mixed conifer forest</td>
<td>Mapped accuracy 75% (WT), 52% (PCA), 51% (SMLR)</td>
</tr>
<tr>
<td>9</td>
<td>Gitelson et al. (2005)</td>
<td>CCC (LCCxLAI)</td>
<td>Field (canopy)</td>
<td>HNBVIs (green and red edge)</td>
<td>Crops (maize, soybean)</td>
<td>$R^2=0.92$</td>
</tr>
<tr>
<td></td>
<td>Authors</td>
<td>Variables</td>
<td>Platforms</td>
<td>Methods</td>
<td>Scenarios</td>
<td>Results</td>
</tr>
<tr>
<td>---</td>
<td>--------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>10</td>
<td>Schlerf et al.</td>
<td>LAI</td>
<td>Airborne</td>
<td>HNBVI, REIP</td>
<td>Forest (Norway spruce)</td>
<td>$R^2=0.77$ (nRMSE=17%)</td>
</tr>
<tr>
<td>11</td>
<td>Blackburn</td>
<td>LCC</td>
<td>Field, and</td>
<td>WT with SMLR</td>
<td>Broadleaved trees, bracken, matorral</td>
<td>Combined dataset: $R^2=0.63$ (nRMSE=57.7%); leaf: $R^2=0.75$ (nRMSE=28%); stacks: $R^2=0.74$ (nRMSE=40%); canopy: $R^2=0.49$ &amp; 0.86 (nRMSE=54% &amp; 25%)</td>
</tr>
<tr>
<td>12</td>
<td>Yang et al.</td>
<td>CCC, LAI</td>
<td>Field (canopy) &amp; lab (individual &amp; stack of leaves)</td>
<td>RBF-NN of HNBVIIs</td>
<td>Rice</td>
<td>$R^2=0.66$ for LAI, $R^2=0.82$ for CCC</td>
</tr>
<tr>
<td>13</td>
<td>Zhao et al.</td>
<td>CCC, LAI</td>
<td>Field (canopy)</td>
<td>HNBVIIs</td>
<td>Cotton</td>
<td>$R^2=0.85$ for CCC, $R^2&gt;0.8$ for LAI</td>
</tr>
<tr>
<td>14</td>
<td>Darvishzadeh et al.</td>
<td>LAI, LCC,</td>
<td>Field (canopy)</td>
<td>PLSR, HNBVIIs, REIP, SMLR</td>
<td>Mediterranean grassland</td>
<td>PLSR: $R^2=0.69$ (nRMSE=32%) for LAI, 0.40 (17%) for LCC, 0.74 (34%) for CCC (other results under table)</td>
</tr>
<tr>
<td>15</td>
<td>Lemarie et al.</td>
<td>CCC, LAI</td>
<td>Spaceborne (Hyperion)</td>
<td>HNBVI</td>
<td>Broadleaved forest</td>
<td>RMSE=8.2 µg cm$^{-2}$ for CCC; 1.7 m$^2$m$^{-2}$ for LAI</td>
</tr>
<tr>
<td>16</td>
<td>Atzberger et al.</td>
<td>CCC (LCCxLAI)</td>
<td>Airborne (HyMap)</td>
<td>SMLR, PCR, PL, NDVI</td>
<td>Winter wheat</td>
<td>NDVI: $R^2=0.73$ (nRMSE=32%); PLSR: $R^2=0.82$ (nRMSE=21%); PCR: $R^2=0.57$ (nRMSE=33%); SMLR: $R^2=0.79$ (nRMSE=24%)</td>
</tr>
<tr>
<td>17</td>
<td>Delegido et al.</td>
<td>LCC, CCC</td>
<td>Spaceborne (CHRIS); airborne (CASI)</td>
<td>NAOC</td>
<td>Different crops</td>
<td>$r=0.91$ for LCC; $r=0.97$ (RMSE=4.2 µg cm$^{-2}$) for CCC</td>
</tr>
<tr>
<td>18</td>
<td>Ju et al.</td>
<td>LCC</td>
<td>Field and lab</td>
<td>Red edge parameters (position, amplitude, area, symmetry)</td>
<td>Rapeseed and wheat</td>
<td>Best (symmetry) $r&gt;0.8$ for both field and lab</td>
</tr>
<tr>
<td>19</td>
<td>Darvishzadeh et al.</td>
<td>LAI</td>
<td>Airborne (HyMap)</td>
<td>HNBVI, PLSR</td>
<td>Mediterranean grassland</td>
<td>HNBVI: $R^2=0.85$ (nRMSE=21%)</td>
</tr>
<tr>
<td>Page</td>
<td>Study Authors</td>
<td>Study Year</td>
<td>Study Type</td>
<td>Methodology</td>
<td>Data Source</td>
<td>R²</td>
</tr>
<tr>
<td>------</td>
<td>---------------</td>
<td>------------</td>
<td>------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-----</td>
</tr>
<tr>
<td>20</td>
<td>Herrmann et al.</td>
<td>2011</td>
<td>LAI Field (canopy)</td>
<td>PLSR, REIP, NDVI</td>
<td>Crop (wheat, potato)</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Data pooled: r=0.93 (8.5% for potato, 11.5% for wheat) (PLSR), r=0.81 (REIP), r=0.7 (NDVI)</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Huang &amp; Blackburn</td>
<td>2011</td>
<td>LCC Simulated</td>
<td>SMLR of wavelet coefficients, original spectra and 1st DS</td>
<td>Simulated with PROSPECT</td>
<td>0.99</td>
</tr>
<tr>
<td>22</td>
<td>Main et al.</td>
<td>2011</td>
<td>LCC Lab (leaf spectra)</td>
<td>73 HNBVI</td>
<td>3 crop species, 8 savanna tree species</td>
<td>0.90</td>
</tr>
<tr>
<td>23</td>
<td>Clevers &amp; Kooistra</td>
<td>2012</td>
<td>CCC Simulated</td>
<td>HNBVI (CI red edge)</td>
<td>Simulated</td>
<td>0.94</td>
</tr>
<tr>
<td>24</td>
<td>Verrelst et al.</td>
<td>2012</td>
<td>LCC, LAI Spaceborn (CHRIS)</td>
<td>GPR applied to single band, HNBVI, NAOC</td>
<td>9 crop species</td>
<td>0.87 LCC, 0.92 LAI; 0.86 LCC; 0.99 Single band (RMSE=2.24 µg cm⁻²) for LCC, 0.93 (RMSE=0.57 m² cm⁻²) for LAI</td>
</tr>
<tr>
<td>25</td>
<td>Zhao et al.</td>
<td>2013</td>
<td>LCC Lab (leaf spectra), LCC extracted from both dry and fresh leaves</td>
<td>BMA, PLSR, SMLR</td>
<td>80 species (tree and crop) across globe from 3 spectro-chemical datasets</td>
<td>0.76 ACCP fresh, 0.71 (BMA), 0.71 (PLSR), 0.65 (SMLR); 0.76 ACCP dry, 0.76 (BMA), 0.74 (PLSR), 0.70 (SMLR); 0.96 MM fresh, 0.96 (BMA), 0.93 (PLSR), 0.96 (SMLR)</td>
</tr>
<tr>
<td>26</td>
<td>Li et al.</td>
<td>2014</td>
<td>LAI Field (canopy)</td>
<td>PLSR applied to spectral features</td>
<td>Wheat</td>
<td>0.88</td>
</tr>
<tr>
<td>27</td>
<td>Navarro-Cerrillo et al.</td>
<td>2014</td>
<td>Stand Chl (AHS), HNBVI</td>
<td>Mediterranean pine</td>
<td></td>
<td>0.65 for AHS sensor, 0.56 for</td>
</tr>
<tr>
<td>Study</td>
<td>Variables</td>
<td>Platform</td>
<td>Method</td>
<td>Types</td>
<td>R²/LCC, nRMSE</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>-----------------</td>
<td>------------------------------</td>
<td>-------------------------</td>
<td></td>
</tr>
<tr>
<td>Rivera et al.</td>
<td>LAI, LCC</td>
<td>Airborne (HyMap)</td>
<td>HNBVIs</td>
<td>Different crop types</td>
<td>R²=0.83 (LAI), 0.93 (LCC)</td>
<td></td>
</tr>
<tr>
<td>van Wittenberge et al.</td>
<td>LCC, SLA (Specific Leaf Area)</td>
<td>Field (canopy)</td>
<td>GPR</td>
<td>Multi-species (tree)</td>
<td>R²=0.84 (nRMSE=9.1%) for LCC, 0.87 (nRMSE=6.0%) for SLA</td>
<td></td>
</tr>
</tbody>
</table>

HNBVI: R²=0.63 (nRMSE=33%) for LAI, 0.26 (17%) for LCC, 0.68 (35%) for CCC; REIP: R²=0.52 (nRMSE=38%) for LAI, 0.21 (18%) for LCC, 0.58 (40%) for CCC; SMLR: R²=0.66 (nRMSE=33%) for LAI, 0.25 (18%) for LCC, 0.72 (33%) for CCC.

**Abbreviations:** LAI is leaf chlorophyll content and CCC is canopy chlorophyll content; nRMSE is root mean squared error normalized to mean of measured response; HNBVIs is hyperspectral narrowband vegetation indices; REIP is red edge inflection point; SMLR is stepwise multiple linear regression; DS is first derivative spectra; CCA is canonical component analysis; PCA is principal component analysis; NN is neural network; WT is wavelet transform; RBF is radial basis function; BMA is bayesian model averaging; PLSR is partial least square regression; PCR is principal component regression; NAOC is normalized area over reflectance curve; CI is chlorophyll index; GPR is Gaussian process regression.
Table 9. Existing and future (planned) hyperspectral RS missions and sensors (Source: Jones & Vaughan (2010, p. 339, 341); Ortenberg (2011); Thenkabail et al. (2014))

<table>
<thead>
<tr>
<th>No</th>
<th>Sensor</th>
<th>Operational mode</th>
<th>Spatial resolution (m)</th>
<th>Number of bands</th>
<th>Swath (km)</th>
<th>Spectral range (nm)</th>
<th>Band widths (nm)</th>
<th>Frequency of revisit (days)</th>
<th>Launch (date)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hyperion, EO-I</td>
<td>Spaceborne</td>
<td>30</td>
<td>242 (196 calibrated)</td>
<td>7.5</td>
<td>196 calibrated VNIR (band 8 to 57) 427.55 to 925.85; SWIR (band 70 to 224) 932.72 to 2295.53</td>
<td>10 (approx.) for all 196 bands</td>
<td>16</td>
<td>2000</td>
</tr>
<tr>
<td>2</td>
<td>CHRIS, PROBA</td>
<td>Spaceborne</td>
<td>18-36 (5 viewing angle)</td>
<td>19-63 (modifiable)</td>
<td>17.5</td>
<td>400-1050</td>
<td>1.25-11</td>
<td>7 (approx.)</td>
<td>2001</td>
</tr>
<tr>
<td>3</td>
<td>HypsIRI VSWIR</td>
<td>Spaceborne</td>
<td>40</td>
<td>210</td>
<td>145</td>
<td>230 bands in 380-2500</td>
<td>10 (approx.) for all 210 bands</td>
<td>19</td>
<td>2020+</td>
</tr>
<tr>
<td>4</td>
<td>EnMAP (DLR, Germany)</td>
<td>Spaceborne</td>
<td>30</td>
<td>98</td>
<td>30</td>
<td>420-1000</td>
<td>6.5+/1.25</td>
<td>4 (pointing) &amp; 21</td>
<td>2015+</td>
</tr>
<tr>
<td>5</td>
<td>PRISMA (ASI, Italy)</td>
<td>Spaceborne</td>
<td>30</td>
<td>249</td>
<td>30</td>
<td>400-2500</td>
<td>10</td>
<td>7</td>
<td>2015+</td>
</tr>
<tr>
<td>6</td>
<td>HISUI/ALOS-3</td>
<td>Spaceborne</td>
<td>30</td>
<td>185</td>
<td>30</td>
<td>440-2500</td>
<td>10-12.5</td>
<td>60</td>
<td>2015+</td>
</tr>
<tr>
<td>7</td>
<td>HYPIXIM-P VSWIR</td>
<td>Spaceborne</td>
<td>&lt;8</td>
<td>210</td>
<td>16</td>
<td>400-2500</td>
<td>10</td>
<td>19</td>
<td>2020+</td>
</tr>
<tr>
<td>8</td>
<td>HyMAP (HyVISTA)</td>
<td>Airborne</td>
<td>3-10 (depends on flight altitude)</td>
<td>125</td>
<td>(Depends on flight altitude)</td>
<td>456-2485</td>
<td>13-17</td>
<td>N/A</td>
<td>last 17+ years</td>
</tr>
<tr>
<td>9</td>
<td>ASD spectroradiometer</td>
<td>Proximal (handheld)</td>
<td>1134 cm² held at 1.2 m Nadir view 18 degree FOV</td>
<td>2100 effective 1 mm width between 400-2500 nm</td>
<td>N/A</td>
<td>2100 effective bands</td>
<td>1 nm wide (approx.) in 400-2400</td>
<td>N/A</td>
<td>last 30+ years</td>
</tr>
<tr>
<td>10</td>
<td>GER3700 (GBR)</td>
<td>Proximal (handheld)</td>
<td>diameter area 45 cm held at 1 m Nadir view 25 degree FOV</td>
<td>584+</td>
<td>N/A</td>
<td>350-2500</td>
<td>1.5-9.5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
D. Explanation on bias-variance trade-off

In order to properly evaluate statistical models for the main purpose of making the most accurate predictive model, it is vital to assess the true predictive performance (prediction error, or generalization error) over an independent test sample. According to Hastie et al. (2009, p. 37), the true prediction error of a regression model is:

\[ Err = Irreducible\ Error + Bias^2 + Variance \]

where the first term is the irreducible error associated with natural variability in the system/phenomenon of interest, which is beyond our control. Our models aim to minimize the reducible error which can be decomposed into bias and variance (the second and third term). To put simply, the bias term is the difference between the target true function (the reality) we want to recover with statistical models, and our best approximation of that function (i.e., our prediction over the training data, shown as curve A in Figure 21). The bias will always decrease as we increase the model complexity simply because the more complex the model is, the more flexible the function can adapt to the training data. An overly complex (low bias) model therefore will risk over-fitting the training data (e.g., also fit the noise pattern) and will not generalize well when extrapolated to an independent test sample not used in the training/calibration step. That is, the model will have large test/generalization error (curve B in Figure 21), much larger than the overly-optimistic training error. This difference in performance between datasets (i.e., between training and test set) indicates the variance term. Thus, an over-fit/overly complex model (Model 3 in Figure 21) will have low bias but high variance while an under-fit model (Model 1 in Figure 21) will have high bias but low variance: there is bias-variance tradeoff. Objectively, we seek the optimum model with just-enough complexity that minimizes the test error (Model 2 in Figure 21).

E. Graphical explanation of Lasso

Figure 21. The bias-variance tradeoff (adapted from Hastie et al., 2009, p. 38). A statistical model seeks the optimum model 2 that minimizes test error.

Figure 22. The Lasso estimates. **Left**: Lasso solution at the point where the contour of errors—\((\beta_1, \beta_2)\) combinations which give equal SSE—intersects with the \(L_1\) penalty budget constraint represented by the blue diamond-shaped region. The solution shrinks \(\beta_1\) to 0 thus discarding predictor 1 and selecting only predictor 2. Note that the full OLS estimate \(\hat{\beta}\) keeping both \(\beta_1 \& \beta_2\) here is local (not global) optimum solution (especially high risk to occur in high dimensional setting) which is over-fitting and therefore does not give optimum prediction accuracy. **Right** An example of the Lasso coefficient shrinkage ‘evolution’ showing as the tuning parameter \(\lambda\) increases, the coefficients are shrunk from being too much inflated (over-fitting) and at optimum \(\lambda^*\) (determined by cross-validation) only 3 predictors \((x_1, x_2, x_3)\) are selected in the final model. Figures adapted from Hastie et al. (2009, p. 71) and James et al. (2013, p. 220).
F. Random Forest regression: the algorithm

1. For $b = 1$ to $B$:
   (a) Draw a bootstrap sample $Z'$ (≈70%) from the training data.
   (b) Grow a random forest tree $T_b$ to the bootstrapped data, by recursively repeating the
       following steps for each node:
       i. Select $m < p$ variables at random from the $p$ variables.
       ii. Pick the best variable/split-point among the $m$ using RSS criterion:
           \[
           RSS = \sum_{i \leftarrow \text{left}} (y_i - \bar{y}_L)^2 + \sum_{i \rightarrow \text{right}} (y_i - \bar{y}_R)^2
           \]
           where $\bar{y}_L =$ mean $y$ for left node; $\bar{y}_R =$ mean $y$ for right node.
       iii. Split the node into two daughter nodes.
   2. Output the ensemble of trees $\{T_b\}_1^B$.

To make a prediction at a new point $x$: $\hat{f}_{RF}(x) = \frac{1}{B} \sum_{b=1}^B T_b(x)$ i.e., averaging the
prediction of $x$ over all $B$ trees.

-----

Figure 23. Schematic diagram of Random Forest regression (adapted from Benyamin, 2012)
G. Cross-validation procedure employed in this present study

![Diagram of cross-validation procedure]

- Split (stratified) data into 10 folds for outer CV, for model assessment.
- **CV run no. 1** (out of 10) to predict test set fold 1. Fold 2-10 are used for training.
- Split training set into 10 folds for inner CV, for model selection (parameter tuning):
  1. PLSR: no. of PLS factors
  2. Lasso: regularizer \( \lambda \)
  3. Random forest: \( n_{\text{trees}} \) and \( m_{\text{try}} \)
  4. BMA: none
- Choose optimum parameter that gives cross-validated training RMSE within 1 std. error of the minimum.
- Use trained model to predict test set fold 1, record \( R^2 \) and relative RMSE.
- **CV run no. 2** (out of 10) to predict test set fold 2. Fold 1, 3-10 are used for training.
- Repeat for the remaining CV runs (3-10), each time predicting different fold. Finally, report average (also standard deviation) of the recorded 10 values of \( R^2 \) and relative RMSE (as % from mean response value). These accuracy metrics henceforth are called \( R^2_{\text{cv}} \) and \( \text{nRMSE}_{\text{cv}} \).

Figure 24. Schematic diagram of the nested 10-fold stratified cross-validation procedure employed in this study.

1BMA model settings require no tuning, the acceptable setting (to ensure MCMC convergence configured by trial-and-error are used for all runs.

2Based on the Breiman et al. (1984) “one-standard error rule” for model parsimony (Kuhn & Johnson, 2013, p. 75)
## H. Optimal non-redundant narrowbands for studying vegetation used for band interpretation analysis

Table 10. Optimal non-redundant hyperspectral narrowbands for studying vegetation and crops (Thenkabail et al., 2014)

<table>
<thead>
<tr>
<th>No.</th>
<th>Waveband (width)</th>
<th>Attributed to</th>
<th>No.</th>
<th>Waveband (width)</th>
<th>Attributed to</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>375 (5)</td>
<td>fPAR, leaf water</td>
<td>T14</td>
<td>970 (10)</td>
<td>Water, moisture, biomass</td>
</tr>
<tr>
<td>T2</td>
<td>405 (5)</td>
<td>Nitrogen, senescing</td>
<td>T15</td>
<td>1075 (5)</td>
<td>Biophysical and biochemical quantities</td>
</tr>
<tr>
<td>T3</td>
<td>490 (5)</td>
<td>Carotenoid, LUE, stress</td>
<td>T16</td>
<td>1180 (5)</td>
<td>Water absorption</td>
</tr>
<tr>
<td>T4</td>
<td>515 (5)</td>
<td>Pigments (Car, Chl, Anth), nitrogen</td>
<td>T17</td>
<td>1245 (5)</td>
<td>Water sensitivity</td>
</tr>
<tr>
<td>T5</td>
<td>531 (1)</td>
<td>LUE</td>
<td>T19</td>
<td>1518 (5)</td>
<td>Moisture and biomass</td>
</tr>
<tr>
<td>T6</td>
<td>550 (5)</td>
<td>Chlorophyll</td>
<td>T20</td>
<td>1650 (5)</td>
<td>Heavy metal stress, moisture sensitivity</td>
</tr>
<tr>
<td>T7</td>
<td>570 (5)</td>
<td>Pigments (Anth, Chl), nitrogen</td>
<td>T21</td>
<td>1725 (5)</td>
<td>Lignin, biomass, starch, moisture</td>
</tr>
<tr>
<td>T8</td>
<td>682 (5)</td>
<td>Biophysical quantities and yield</td>
<td>T22</td>
<td>1950 (5)</td>
<td>Water absorption</td>
</tr>
<tr>
<td>T9</td>
<td>705 (5)</td>
<td>Stress and Chl</td>
<td>T23</td>
<td>2025 (5)</td>
<td>Litter, lignin, cellulose</td>
</tr>
<tr>
<td>T10</td>
<td>720 (5)</td>
<td>Stress and Chl</td>
<td>T24</td>
<td>2133 (5)</td>
<td>Litter, lignin, cellulose</td>
</tr>
<tr>
<td>T9-T11</td>
<td>700-740</td>
<td>Chl, senescing, stress</td>
<td>T25</td>
<td>2205 (5)</td>
<td>Litter, lignin, cellulose, sugar, starch, protein, heavy metal stress</td>
</tr>
<tr>
<td>T12</td>
<td>855 (20)</td>
<td>Biophysical quantities and yield</td>
<td>T26</td>
<td>2260 (5)</td>
<td>Moisture and biomass</td>
</tr>
<tr>
<td>T13</td>
<td>910 (5)</td>
<td>Moisture, biomass, protein</td>
<td>T28</td>
<td>2359 (5)</td>
<td>Cellulose, protein, nitrogen</td>
</tr>
</tbody>
</table>
I. Internal variable selection with PLSR: sparse PLSR

Sparse PLSR has been proposed by Chun & Keleş (2010) who showed that the known asymptotic consistency of PLSR estimator for a univariate response does not hold with the large \( p \) and small \( n \) paradigm. Sparse PLSR imposes “sparsity” in the dimension reduction resulting in a sparse linear combination and thus performs dimensionality reduction and variable selection simultaneously. In addition to the parameter \( k \) (number of PLS factors), we need to tune the parameter \( \eta \) (0-1) which controls the amount of sparsity in the solution; the higher \( \eta \) the more variables will get zero regression coefficients and thus removed. Compared to standard PLSR model (best \( R^2_{cv} \)=0.416, 0.662, and 0.760; best \( nRMSE_{cv} \)=16.2%, 31.1%, and 32.1%, respectively for LCC, LAI, and CCC), no major improvement in predictive accuracy was observed by the variable selection (Bands is the number of bands retained) as shown in Table 11. Sparse PLSR was implemented using ‘spls’ package (Chung, Chun, & Keles, 2013) in R statistical environment (R Core Team, 2014).

Table 11. Results of sparse PLSR to assess if internal band selection improves predictive accuracy. ‘Bands’ is the average number of bands retained/selected in the cross-validation runs. ‘Factors’ is the average number of PLS factors (optimum). In parentheses is the standard deviation.

<table>
<thead>
<tr>
<th>Spectral transformation</th>
<th>LCC</th>
<th>LAI</th>
<th>CCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( R^2_{cv} )</td>
<td>( nRMSE_{cv} )</td>
<td>Bands</td>
</tr>
<tr>
<td>a. None</td>
<td>0.434 (0.19)</td>
<td>16.07 (4.3)</td>
<td>159</td>
</tr>
<tr>
<td>b. CR</td>
<td>0.363 (0.25)</td>
<td>16.36 (4.8)</td>
<td>23</td>
</tr>
<tr>
<td>c. FDR</td>
<td>0.376 (0.22)</td>
<td>16.76 (4.6)</td>
<td>8</td>
</tr>
<tr>
<td>d. Abs</td>
<td>0.392 (0.21)</td>
<td>16.61 (4.4)</td>
<td>186</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spectral transformation</th>
<th>CCCC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( R^2_{cv} )</td>
<td>( nRMSE_{cv} )</td>
</tr>
<tr>
<td>a. None</td>
<td>0.704 (0.11)</td>
<td>35.00 (6.1)</td>
</tr>
<tr>
<td>b. CR</td>
<td>0.719 (0.09)</td>
<td>34.10 (7.3)</td>
</tr>
<tr>
<td>c. FDR</td>
<td>0.712 (0.09)</td>
<td>34.17 (5.9)</td>
</tr>
<tr>
<td>d. Abs</td>
<td>0.744 (0.10)</td>
<td>33.78 (7.0)</td>
</tr>
</tbody>
</table>
J. Partial robust M-regression (robust PLSR)

Robust M-estimator (Serneels et al., 2005) gives protection against vertical outlier (outliers in error terms) and leverage points (outlying observations in the predictor space) by assigning weights to them as follows:

\[ \hat{\beta}_{RM} = \text{argmin}_{\beta} \sum_{i=1}^{n} w_i^R w_i^X (y_i - x_i \beta)^2 \]

where we solve the regression coefficient \( \hat{\beta}_{RM} \) by minimizing the sum of squared residuals and iteratively assign the weights for observations \( i \) based on both its residual (weight \( w_i^R \)) and its location in predictor space (weight \( w_i^X \): the further from the center of predictor space, the lower the weight i.e., the less importance). For latent variable model \( y_i = t_i \gamma + \epsilon_i \), the residual weights \( w_i^R \) are simply computed from \( r_i = y_i - t_i \gamma \) and the leverage points weights are computed from the scores \( t_i \). The model is called Partial Robust M-estimator (PRM). Robust centering \((x_c = x - \text{median}(x))\) and standardization \((- x_{si} = x - \frac{\text{median}(x)}{\sigma_{\text{Q}_n}(x_c)})\) were used (Daszykowski et al., 2007).

The model was implemented using the TOMCAT toolbox (Daszykowski et al., 2007) in Matlab 7.13 (The MathWorks, Inc., Natick, Massachusetts, United States). We tested the untransformed reflectance and found no substantial improvement either using this robust PLSR method (best standard PLSR \( R^2_{cv}=0.416, 0.662, \) and \( 0.760; \) best \( nRMSE_{cv}=16.2\%, 31.1\%, \) and \( 32.1\% \), respectively for LCC, LAI, and CCC), suggesting the problem with outliers was not serious.

Table 12. Results of partial robust M-regression with input untransformed reflectance. In the parentheses is standard deviation.

<table>
<thead>
<tr>
<th>Grassland variable</th>
<th>( R^2_{cv} )</th>
<th>( nRMSE_{cv} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCC</td>
<td>0.465 (0.22)</td>
<td>15.62 (4.3)</td>
</tr>
<tr>
<td>LAI</td>
<td>0.695 (0.14)</td>
<td>29.90 (5.9)</td>
</tr>
<tr>
<td>CCC</td>
<td>0.743 (0.10)</td>
<td>33.83 (6.2)</td>
</tr>
</tbody>
</table>
K. Spectral characteristics of optical sensors used for simulation in this present study

Table 13. Band settings of the spectrally simulated optical sensors

<table>
<thead>
<tr>
<th>No</th>
<th>Optical sensors (VNIR-SWIR)</th>
<th>Spectral characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EnMAP (DLR)</td>
<td>228 (199) bands: 98 bands in 420-1000 nm (6.5±1.25 nm width) + 130 bands in 900-2450 nm (10±2.5 nm width)</td>
</tr>
<tr>
<td>2</td>
<td>HyMap (HyVista)</td>
<td>126 (110) bands in 436-2485 nm (band width 13-17 nm)</td>
</tr>
<tr>
<td>3</td>
<td>CHRIS (Proba-1) land channel</td>
<td>37 bands in 438-1003 nm (width 6-33 nm)</td>
</tr>
<tr>
<td>4</td>
<td>CHRIS (Proba-1) chlorophyll channel</td>
<td>18 bands in 486-788 nm (width 6-11 nm)</td>
</tr>
<tr>
<td>5</td>
<td>Worldview-3 MS &amp; SWIR</td>
<td>16 bands: 8 VNIR bands (400-1040 nm) + 8 SWIR bands (1195-2365 nm), width 30-180 nm (see Table 5)</td>
</tr>
<tr>
<td>6</td>
<td>Sentinel-2 MSI</td>
<td>13 (10) bands in 443-2190 nm (4 VNIR, 6 red-edge/SWIR, 3 atmospheric bands), width 20-180 nm (see Table 5)</td>
</tr>
<tr>
<td>7</td>
<td>Landsat-8 OLI</td>
<td>9 (7) bands (1 coastal band, 1 cirrus band) in 430-1380 nm (width 15-190 nm) (see Table 5)</td>
</tr>
</tbody>
</table>

1 Number of bands (bold) used for regression analysis excluding atmospheric-purpose bands, atmospheric absorption bands, and bands beyond the wavelength range of field hyperspectral measurement (GER 3700; 402.23-2400.35 nm)

Sources: see Table 9 (Appendix C); http://landsat.gsfc.nasa.gov/?p=5779; ESA Sentinel-2 Team (2010); http://www.satimagingcorp.com/satellite-sensors/worldview-3/; Cutler & Kellar-Bland (2008)

Table 14. Detail band settings of the simulated multispectral sensors

<table>
<thead>
<tr>
<th>Worldview-3 MS &amp; SWIR</th>
<th>Sentinel-2 MSI</th>
<th>Landsat-8 OLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band</td>
<td>Center (nm)</td>
<td>Width (nm)</td>
</tr>
<tr>
<td>Coastal</td>
<td>425</td>
<td>50</td>
</tr>
<tr>
<td>Blue</td>
<td>480</td>
<td>60</td>
</tr>
<tr>
<td>Green</td>
<td>545</td>
<td>70</td>
</tr>
<tr>
<td>Yellow</td>
<td>605</td>
<td>40</td>
</tr>
<tr>
<td>Red</td>
<td>660</td>
<td>60</td>
</tr>
<tr>
<td>Red Edge</td>
<td>725</td>
<td>40</td>
</tr>
<tr>
<td>NIR1</td>
<td>832.5</td>
<td>125</td>
</tr>
<tr>
<td>NIR2</td>
<td>950</td>
<td>180</td>
</tr>
<tr>
<td>SWIR-1</td>
<td>1210</td>
<td>30</td>
</tr>
<tr>
<td>SWIR-2</td>
<td>1570</td>
<td>40</td>
</tr>
<tr>
<td>SWIR-3</td>
<td>1660</td>
<td>40</td>
</tr>
<tr>
<td>SWIR-4</td>
<td>1730</td>
<td>40</td>
</tr>
<tr>
<td>SWIR-5</td>
<td>2165</td>
<td>40</td>
</tr>
<tr>
<td>SWIR-6</td>
<td>2205</td>
<td>40</td>
</tr>
<tr>
<td>SWIR-7</td>
<td>2260</td>
<td>50</td>
</tr>
<tr>
<td>SWIR-8</td>
<td>2330</td>
<td>70</td>
</tr>
</tbody>
</table>

<sup>2</sup>shaded bands are atmospheric-purpose bands or bands in atmospheric absorption regions, which are removed from regression analysis. Panchromatic B8 Landsat-8 was excluded as the bandpass overlaps with other bands. <sup>3</sup>Worldview-3 band centers were approximated as the mid-point wavelength (upper wavelength – lower wavelength)
L. **Random Forest regression applied to input of varying spectral resolution**

Table 15. Random Forest regression applied to simulated reflectance data of varying spectral resolution. Atmospheric-purpose wavebands were excluded in #bands (except the field GER). $mtry$ is parameter number of bands randomly selected for tree split. For hyperspectral GER, EnMAP, and HyMap parameter number of tree $ntree = 5000$ was used, for the other sensors $ntree = 1000$ (bands<40).

<table>
<thead>
<tr>
<th>Sensor (# bands)</th>
<th>$R^2_{cv}$</th>
<th>nRMSE$_{cv}$ (%)</th>
<th>mtry</th>
<th>mtry tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>GER (584)</td>
<td>0.629 (0.14)</td>
<td>39.20 (10.3)</td>
<td>44 (82)</td>
<td>5,10,15,30,50,100,200</td>
</tr>
<tr>
<td>EnMAP (199)</td>
<td>0.646 (0.14)</td>
<td>38.52 (10.3)</td>
<td>5 (0)</td>
<td>5,10,15,30,50,100</td>
</tr>
<tr>
<td>HyMap (110)</td>
<td>0.649 (0.14)</td>
<td>38.40 (10.2)</td>
<td>5.5 (1.6)</td>
<td>5,10,15,30,50,75</td>
</tr>
<tr>
<td>CHRIS land (37)</td>
<td>0.631 (0.12)</td>
<td>38.54 (8.1)</td>
<td>3 (0)</td>
<td>3,5,10,15,20,30</td>
</tr>
<tr>
<td>CHRIS chl (18)</td>
<td>0.590 (0.14)</td>
<td>40.56 (10.5)</td>
<td>3.9 (1.4)</td>
<td>3,6,9,12,15</td>
</tr>
<tr>
<td>Worldview-3 (16)</td>
<td>0.651 (0.14)</td>
<td>38.18 (9.9)</td>
<td>3 (0)</td>
<td>3,6,9,12</td>
</tr>
<tr>
<td>Sentinel-2 (10)</td>
<td>0.641 (0.15)</td>
<td>38.31 (10.3)</td>
<td>3 (0)</td>
<td>3,5,7,9</td>
</tr>
<tr>
<td>Landsat-8 (7)</td>
<td>0.606 (0.13)</td>
<td>40.30 (8.9)</td>
<td>1.7 (1.1)</td>
<td>1,2,3,4,5</td>
</tr>
</tbody>
</table>