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Abstract

A powerful earthquake (Richter magnitude 9.2) ommdimear to the northwest shore of
Sumatra, on 26 December, 2004. It triggered a gsmami that devastated Banda Aceh,
Indonesia. Many donors provided recovery aid, withcoordination or proper auditing.
This may have led to waste, fraud and corruptidns Btudy investigated an application
of remote sensing to enhance financial accountabéind transparency in managing
reconstruction projects following natural disastéxg automatically identifying buildings
constructed as a result of the disaster resporssieg BBanda Aceh as a test area. The
increasing availability of high-resolution sataliitmages, such as the KOMPSAT-2 used
in this study, together with aerial orthophotos,kesasuch a procedure potentially a
practical part of a disaster recovery audit.

The segmentation algorithm of eCognition was ugedenerate image segments. These
segments were then classified as “building” andcKgaound” by using a rule-base
decision tree based on ancillary information: textwcontextual and semantic properties
of objects. Building footprints were extracted tGEs.

Accuracy was assessed by four methods. First veasrdlditional approach of generating
random points and computing an error matrix. Tlagegaccuracies of 98.6% (user’s) and
63.4% (producer’s) for the “building” class. Theceed method was based on the
overlaying of geometric centres of extracted anchumkidentified buildings, with a
threshold based on building size. This method geeeiracies at the optimal threshold of
81.0% (correctness) and 84.7% (completeness).hitterhethod applied a bounding box
to the extracted and reference data, to take b@thesand size into account. The ratio of
length to width was defined as the shape conditand the ratio of areas as the size
condition; these were then averaged, giving aceesanf 82.3% (correctness) and 82.5%
(completeness). The fourth method combined thergeemd the third methods, giving
the highest accuracy. None of the object-basedssissnts accounted for “one to many”
and “many to one” relationships between extractetiraference data.

New buildings were separated from old by overlayimg extracted footprints with a pre-
reconstruction building map, taking those with coommareas less than 50% as new
buildings. These are then ready for audit.

Building footprints were successfully extractednfrdnigh-resolution images by object-
oriented classification. Remaining problems includientification of multi-faceted roofs
and connected buildings, and correction for these.

Key words: Building footprint extraction; object-oriented askification; object-based
accuracy assessment; tsunami; KOMPSAT-2 imagery
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VERIFICATION OF TSUNAMI RECONSTRUCTION PROJECTS BY OBJECT-ORIENTED BUILDING EXTRACTION FROM HIGH
RESOLUTION SATELLITE IMAGERY

1 Introduction

1.1 Background

A powerful earthquake with magnitude 9.2 on thehi®&c scale occurred in the morning
of local time at the northwest part of Sumatra,oimesia on 26 December, 2004. The
epicenter of the earthquake was on the Australia-festonic plate around 150 km south
of Meulaboh and 250 km from Banda Aceh [1]. Itgeged a giant Indian Ocean tsunami
which affected the coastal regions of IndonesidjanThailand, Malaysia, Bangladesh,
Sri Lanka, and even some east Africa countriesndisul caused extensive damage to
buildings, roads and facilities. The number of Heatluding missing is approximately
280000 according to United Nation and governmer®g The tsunami had two
international features [1]. First, it was the figdbbal natural disaster, covering countries
in two continents, Asia and Africa, on the edgé¢hef Indian Ocean. Second, the response
to the disaster had also been global as privatersemn-governmental organizations and
international institutions provided helping immeddig.

In Indonesia, 20 minutes after the earthquake,t¢heami crashed into the northwest
coast of Sumatra and northern part of Aceh proviides worst affected areas were
Banda Aceh, Meulaboh and Calang and other towns/idlades along the coast of Aceh
province. The tsunami destroyed houses, factoreeg]s, bridges, telecommunications,
water systems, electricity networks, forests andcaljure areas [1], and also the
databases of inhabitants and cadastre.

The response to the Indian Ocean Tsunami has beenrld wide activity, the tsunami
affected countries received donations such as clgid and goods, and technical
assistance from countries, official and internatlasrganizations around the world. Post-
disaster reconstruction planning was started ash sae possible, and houses
reconstruction seemed to be the central focuslief rojects. At the beginning, numbers
of temporary houses were built for emergency as$ agekonstructing permanent houses
later on. However, there were lots of issue abdutther those temporary houses would
waste resources. Reconstruction projects were slolen because of several limitations
such as lack of suitable building land, environraéproblems and lack of construction
resources. Governments hoped that planning fomstaaction of settlements could be
completed by the end of 2006 [3].
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1.2 Motivation and problem statement

Within first two months after tsunami, many couesriand international organizations
provided huge financial and material support toonstruct affected areas [3]. In
Indonesia, an International Multidonor Trust Fuod Aceh and Nias was established to
support the rehabilitation and reconstruction @& thsaster area in 2005-2009. The aid
department was built up and based on different ¢exitpes among which the existence
of multiple donors and recipients on a national emernational level. The donors mixed
and split up aid flows with lack of coordinatiorgaperation and harmonization. These
complexities may have led to a waste, fraud anduption of the aid fund [4]. Therefore,
to minimize those problems, Supreme Audit Instilné (SAls) from tsunami affected
countries and major donor countries supposed taresgh financial accountability and
transparency in managing funds related to the taumeconstruction projects [4]. The
main purposes were to ensure that the funds wetaghdited efficiently, effectively and
economically to the projects [1]. The traditionagtimod for auditing is recording related
information and check with reality manually; it isne and labour consuming, and not
efficient for updating. SAls want to find betterpapaches to audit the money assigned to
the relief projects; in addition, they want to fiedt whether this audit method can be
applied to other disaster relief projects and wtikeedifficulties are. This research will
contribute to solving above problems.

1.3 Research identification

Nowadays, remotely sensed data which are obtanmwed both airborne and spaceborne
sensors provide huge and valuable information o #arth’'s surface for many
applications such as mapping, analysis, monitongl management. Therefore, an
alternative solution which is the focus of thiseah is the integration of remote sensing
and GIS techniques. It is proposed that these tgabs can be used for analyzing the
ongoing activities, and indicate where the risks Weaste, competition, fraud and
corruption are highest.

1.3.1 Research objectives

The general objective of this research was to apgtyote sensing techniques with high
resolution satellite imagery on object-orientedssification for building extraction and

change detection to verify tsunami relief projedike reconstruction projects include
buildings, roads, harbours and other infrastrustur®bject-oriented -classification

technique was used to extract building footpriminirhigh resolution image. There are
some essential reasons for studying building etitnachouses are the most important
objects in the reconstruction projects, people oahwve without houses; meanwhile from
high resolution remote sensing image, houses agenibst clearly objects can be
interpreted. The aim of change detection was topawmthe situation of relief projects of
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pre- and post-reconstruction from remotely sensgd,&nd then link the detection result
with ancillary data using GIS tools to verify prcig.

There are several challenges during the reseandlyFit can be observed from images
that because of the variety of building roof matksi using only spectral characteristics
for classification are not enough; therefore, séatharacteristics must be combined
other information and rules to identify buildingdecondly, it is a challenge to integrate
different types of ancillary data from project ahdilding detection result into a GIS

system for project verification.

The aims of this research were:

(1) To detect and extract buildings from high resoh satellite imagery.

(2) To develop rules for object-oriented classtiima.

(3) To detect new buildings for assisting the wveaifion of tsunami reconstruction
projects.

1.3.2 Research questions

To achieve the objectives, several research qumsstice posed:
(1) What kind of rules could be the optimal chdigeclassification in this study?
(2) How successful is the extraction of buildings?

(3) What kind of method is the optimal choice talexate the building extraction result by
using reference data?

(4) How to detect new buildings from the extractresult?

(5) Which level of detail of reconstruction projean be verified?

1.3.3 Innovation aimed at

Integration of remote sensing and GIS technique® wsed for building extraction and
detection of new buildings. Object-oriented clasaiion and building extraction were
based on roof colours. Different approaches wemdiexp for evaluating the building
extraction result. And lessons learned from deteimgi the classification rules and
improving the method can be used in new areas.
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1.4 Thesis structure

The thesis is divided into seven chapters. Chdpigtthe literature review which contains
image segmentation techniques, image classificappmoaches, the knowledge of object
extraction, accuracy assessment methods and relatekls of building extraction.
Chapter 3 is the description of study area andl#tasets which were used in the research.
Chapter 4 is about data processing methods whick used in the research. Chapter 5 is
the data processing and the results. Chaptern@ idiscussion of the results. Then chapter
7 is conclusions and recommendations.
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2 Literature review

Remote sensing imagery provides huge amount of aladat earth surface for analysis,
monitoring and management. With the increasinglabiity of high resolution satellite
image and aero-photographs, the extraction of gtalmects has become more and more
important for remote sensing and geographic infeionasystem (GIS) application. One
solution for extraction of objects and change asialfrom high resolution images is
classification. The traditional pixel based classifion approaches didn't provide
satisfactory result because of the heterogenemdrapreflectance of pixels [5].

In recent years, object-oriented classificationtradthas become a main way for analysis
of ground objects [6, 7]. The advantage of thisrapph is that the digital image is not
considered as a grid of pixels but as a group geatd. Using these image objects, one
can handle the problem of classification by apmyiocal conditions for classification.
Furthermore, the contextual information can be iggpthrough spatial relationships
between objects to improve classification result.

Generally speaking, object-oriented image analgsigains two steps: segmentation and
classification. Segmentation involves grouping [Ex@to homogeneous segments. As
long as the image objects are generated, the sestepds classification of these image
objects based on spectral, texture, contextuakanthntic information.

2.1 Image segmentation

Image segmentation is described as the procesdithdés the image into segments. It is
a critical process in image analysis because tgeneetation result will influence the

following image process and analysis. The main aimimage segmentation is to
distinguish homogeneous regions within an image tandplit the image into regions
which are homogeneous in terms of pixel values [Bjere are three segmentation
techniques that described by Fu and Mui [9] andtrobsmage segmentation algorithms
are based on one of those three techniques. Thewioy parts will review these

technigues in more detail.

2.1.1 Thresholding

The thresholding method is a fast and the simpéettnique which is commonly used in
many image processing [10]. In many applicationsnzfge processing, the grey levels of
pixels belonging to the objects are different frdmose belonging to the background.
Thresholding becomes a simple and effective wayséparate objects from the
background. It is assumed that the neighbouringlpiwhose value based on grey level,
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colour, texture and within a certain range belamghe same class [9]. There are several
thresholding methods and were categorized int@xps based on the information they
are using [10]:

(1) Histogram shape-based methods select thresleolurding to the shape properties
of the histogram, for example, the peaks, valleys @urvatures of the smoothed
histogram;

(2) Cluster-based methods search a break pointowgpghe grey level samples into
two clusters as background and objects;

(3) Entropy-based methods result in algorithm tiss the entropy of the background
and object regions, the cross-entropy betweenrigaal and binarized image;

(4) Object attribute-based methods which selecestiwld value based on the
similarity between the grey level and the binarib@adges, such as fuzzy shape
similarity, edge coincidence;

(5) Spatial methods, which use higher-order prdhgliistribution and/or correlation
between pixels;

(6) Local methods calculate threshold at each pikke threshold depends on local
statistics such as range, variance, or surfadgegfitparameters of the pixel
neighbourhood.

The thresholding method gives good segmentationltréls the image has only two
opposite components. This method is more senditivieoise than other techniques for
example edge-based segmentation. It is based ass#uemption that different classes of
image segments are represented by different ctuatmording to their similarity of grey
level, texture, etc. The grey level values of feaguare generally image dependent and it
is not clear that how these features should beneéfin such a way to generate good
segmentation results [9].

2.1.2 Edge-based segmentation

Edge-based segmentation technique is based onxiflevplues which change quickly at
the boundaries between regions. This techniqueacetwo steps. The first step is to
find segment boundaries from image by identifyinpye pixels. The second step is to
generate image regions which are completely sudedinby edge pixels as image
segments. However, the problem of this techniqueaissed by the image noise. For
example, the boundaries are presented in the tosathere there is no edge in reality.

2.1.3 Region-based segmentation

Region-based segmentation technique is based oragkemption that neighbouring
pixels in the same region have similar featureshsag grey level or colour value. It
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generates segments by applying homogeneity prepddithe candidate pixels. The main
advantage of this method is that it works well wiithisy images. It can be categorized
into region growing and split and merge [11].

Region growing segmentation starts from a randoselgcted seed pixel and grows by
adding neighbouring pixels as long as the critaria satisfied. The process is repeated
until the whole image is segmented. This methodgram better segmentation result than
the methods which were mentioned above, becausanitgive relative thin edges of
regions and the ability of handling noise in thega is very good.

Split and merge segmentation has two steps, sglitind merging. The splitting is to
divide the whole image into sub-areas in a quadaskion, unless the sub-areas satify a
certain homogeneity criterion. The merging is teeasnd step and the aim is to merge
adjacent regions which are not significantly didfet.

2.2 Image classification

Image classification techniques have been widedg usowadays for various applications
in different fields. It is one of the digital imageterpretation techniques, which assigns
image pixels into different classes according tdate conditions. These conditions are
based on the spectral characteristics of differeaterials on the Earth’s surface. The
principle of classification is that each pixel issgned to a class by comparing feature
vectors in the feature space [12]. And the clasaiion result may be influenced by some
factors such as selected remotely sensed data|eitgmn the ground and classification
techniques [13].According to the operators involved into classifica process,
classification can be separated into unsupervisébssification and supervised
classification; according to classification elemantan be divided into pixel-based and
object-based classification. Generally speakingssification procedure may include
following steps:

(1) Selection of appropriate image data, concers@gsor type, acquisition date,
available spectral bands, spatial and spectralugso,

(2) In supervised classification, training samplese based on spectral
characteristics of pixels and operator's knowledfigorocessing area; and in
unsupervised classification, number of clusterscthwill be generated as
classes are defined;

(3) Selection of classification algorithm dependstiwe purpose of classification and
characteristics of image data; and unsuperviseskifigation splits image into
pre-defined clusters based on spectral similarity;

(4) Running classification;

(5) Accuracy assessment of classification resutishfquality and quantity view by
comparing it with ground truth and generating ematrix.
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Classification of remotely sensed images with déifé techniques is often used in land
cover and land use analysis in urban area. Geypeatlaking, there are some methods for
improving the accuracy. Using high resolution imader classification; considering of
pattern recognition and texture analysis; integratof GIS data and remote sensing
images [14]. Using high spatial resolution imagesmportant to get more detail of
objects on the ground, and classification is maihhsed on spatial and spectral
characteristics by combining contextual and spkdtrformation; texture analysis is
another important factor in classification procedwhen it is difficult to classify images
through spectral information; integration of GISalas knowledge to assist classification
is a popular way, and this kind of data includeittigd land use map, municipality
boundaries and cadastral databases.

2.2.1 Conventional classifier

Conventional pixel-based classification approachesnly make use of the spectral
reflectance values of pixels in which three staiddtclassifiers are generally used; these
are box classifier, minimum distance and maximualihood (ML) classifier [15]. Box
classifier is the fastest and easiest method ieabdundary of class will be defined by the
minimum and maximum pixel values, or mean and stahdleviation in feature space;
the disadvantage is that the overlap between &asaanot be handled. Minimum
distance algorithm assigns pixels to the clustpedding on the shortest distance to mean
value of those clusters; this doesn’t considevtreability of classes. ML classifier is the
most common used in these three methods; it aspigaks to classes by calculating the
probability of those pixels based on statisticadrapch.

Although conventional pixel-based classification visdely used to extract thematic
information from images, limitations still exist. oBventional classifiers are hard
classifiers; therefore each pixel is assigned te dass only. It means that if one pixel
contains two or more different classes, it willdssigned to the class which covers more
in that pixel than other classes. For example, el has 60% information about
vegetation and 40% belongs to bare soil then tixisl pvill be assigned into vegetation
class. It will not give us more detailed informatiithin a pixel.

2.2.2 Object-oriented classifier

Pixel-based classification is affected by somediacsuch as the complexity of landscape
or the high variation of spectral reflectance. lyntause the “noise” in classification

result; however, object-based classification calvesahis kind of problem better. It

analyzes image based on image segments and exteattsvorld objects from those

segments, therefore it makes more sense to angihgefic targets or area on the ground.
Object-oriented classification contains two magpstwhich are image segmentation and
classification. There are some strategies to genelgects in segmentation steps; one is
integration of vector and raster data that vectia és thematic layer can split image into
segments and classification is performed basedheset segments [13]. If there is no
vector data available, another way is that mergnggls into objects depends on the
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homogeneity of pixel values within an area follow®d classification based on objects.
Object-based classification for image analysisisaetion of real world objects based on
their properties such as shape and size which tamndulfilled through pixel-based
approaches. To analyze objects and get bettertresrhe features related to objects
could be used and grouped as physical featureslogipal features and context features.
In this approach, the difficulty comes from makimganingful image objects. Because
there are no standard rules for image segmentation.

2.2.3 Neural network classifier

Artificial Neural Networks (ANNSs) as its name, silating the workings of the human
brain, has been developed since 1980s. The rutesidden behind networks; therefore it
is quite difficult to tell how the network worksh& early neural network was single layer
and can only solve classification problems whichrimtaries between classes are straight
lines [16]. Later networks developed from singlgelaperception to mulit-layer to solve
more complex problems. Basic multi-layer networkteins three layers; they are an
input layer, a hidden layer and an output layed tese layers are connected by weighted
links. Input layer transmits pixel values to hiddager where summation and threshold
functions will be performed and transmits valuesutput layer. The advantages of ANN
are that it accepts any kind of input data, it aseralisation capability, and it has
tolerance to the noise in the training data. Tleadivantages of ANN are that there is no
standard to design a network but it depends morexperience; it is time consuming for
training data [16].

2.2.4 Fuzzy classifier

Various types of uncertainty can influence infonimatextraction from remotely sensed
data. First, there are some factors that affectptoeedures of data processing and
generation; for instance, the differences of eatltiace in the same area depend on the
season, weather, atmosphere conditions and seasiiop. Spatial resolution of image
also has an effect on image analysis process amaytlead to mixture classes in one
pixel. In this case, a soft classifier will takestiincertainty into account.

Fuzzy sets theory was created by Zadeh; it is asclaf objects with levels of
memberships [17]. Fuzzy logic is an approach tangjfyauncertain situations. The main
idea is to express degree of certain states o$eTabr “true” through range from 0 to 1
instead of using two exact values “false” and “tru@ome classes in real world don't
have crisp boundaries and cannot be defined byisgrenembership. To deal with the
limitation of conventional hard classifier, fuzziassifier as a powerful soft classifier
based on fuzzy systems which applies membershiptiurs and giving membership
value from 0O to 1 to each pixel. Therefore finatAy classification result is decided by
the maximum membership value.
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2.2.5 Decision tree

Decision tree is a more powerful tool to improvessification process than some
traditional methods. It supports decision rules hiedarchies that can deal with nonlinear
classification. Decision tree is based on indepehdariables which can split data at
maximum dissimilarity [18]. Therefore, the operatoeed to have knowledge about data
to find and decide the threshold value to split éte@set. There are some advantages of
classification tree. It is good at handling non logeneous data; it can reduce the
dimensionality of data; it can show the hierarchflindependent variables and their
interactions to have insight into classification.

2.2.6 Ancillary Information

Ancillary information such as texture and contekiudormation can be extracted from
the image and are frequently applied to assist ar@gcessing. It could be a powerful
way to improve classification accuracy when consde together with spectral
information for image classification [15]. Becausgectral information is so limited to
separate objects, especially in areas that comt@heal features with man-made objects,
it is better to analyze and use spatial propentistead of spectral [19].

Texture analysis plays an important part in objegtraction from many types of
imageries. From a broad sense, texture can beedefis the spatial distribution and
difference of the grey tones in an image [20]al be used to distinguish between objects
which have different spectral information; moreqvér also can tell the difference
between objects which have similar spectral charestics. The original applications of
texture in remotely sensed images were mentionetidnalick [21]. If the grey level
variation between tonal regions is wide, then ifife texture; otherwise it is coarse
texture [21, 22]. One of texture models is callegydevel co-occurrence matrix (GLCM),
it describes the spatial interrelationships of ¢iney level in textural pattern by using
specific texture features. Some common textureufeatin co-occurrence matrix are
introduced below:

[N

n-1

=

Contrast:}, 3 (i-i)aG.j) (2-1)
Correlation:_ni ni[(l —,u)(ja—z/,l)g(i,j)} (2-2)
Entropy: . 39, })log(g@, ) (2-3)

i=0 j=0
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Where i, j are the number of row and columns ofocodrrence matrix; x n is the
dimension of matrix; g(i,j) is the value at row ndacolumn j in matrix;u ando are

mean and standard deviation, respectively.

Contextual information can be separated as globatext and local context. Global
context describes sensors, time and location; l@caitext describes the common
relationships between image regions and is basdtbandetailed information (scale) of
regions is [5]. Contextual classifier considers spatial context of each pixel to improve
classification results. The spatial context is dase the properties of neighbouring pixels;
or it can be seen as the relationship between o @gnd remining pixels in the whole
scene [16]. Object-based approach is more meanimgftatistics and texture analysis as
it considers topological features and the relatimsbetween objects. When image
objects are not only based on their spectral axirie characteristics but also based on
sub-level and super-level relation of objects aladses, then objects contain contextual
information that also can be seen as semanticnr@bon. Therefore, a semantic network
is more easily to be described by using objectdhasethod.

2.3  Object extraction

Topographic objects such as buildings, roads, teewswater bodies can be extracted
from images. Feature extraction can be seen astolgeognition and reconstruction

process and is important for updating GIS databfa®s Conventional manual feature

extraction is a time consuming and low efficiencgqess, therefore automatic or semi-
automatic extraction techniques from images becomee and more popular but big

challenges still exist.

According to the complexity and purposes, featuxéraetion can be divided into
extraction of points, edges and regions with dé#fertechniques, respectively [11].
Extraction of points is used for object cornergaeent points or height points. Edges
extraction is mainly for road extraction based dgeedetection algorithms. The common
method for region extraction of objects such asewabdies and vegetation areas is a
region growing algorithm which can detect groups pkels with homogeneous
characteristic in the area. The idea is selectirgingle pixel or a small area as seed,
determining which properties of the seed would Beduand giving threshold to the
selected properties; the algorithm will comparerteghbouring pixels and evaluate their
homogeneity.

The paper presented by Baltsavias [24] summartsedeichniques, current status as well
as the trend for object extraction. It includesepimage processing methods such as
artificial neural networks and fuzzy logic; 3D metls such as object-based, hierarchical
and multi-image which often combine image processind modelling. Although there
are many semi-automatic and automatic object eirasystems, with increasing and
various requirements from users, they are limitgddime conditions such as lack of prior

11
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knowledge, complicated realistic situation andphmcessing method is not so flexible, in
this case manual processing plays an important. rOleject-based modelling and
knowledge-based modelling for object extraction laegng increasingly applied in last
few years. The knowledge used in the model mayrepe the data used for extraction,
objects to be extracted and their context inforamafrom the scene such as relationship
between two objects and geometric information gécts. The difficulty in these model-
based approaches is that it needs to determinpoallible building shapes and types
which may be very different from one building t@ ththers.

Extraction of building footprints can be seen agaetion of edges or areas depending on
which techniques are used. It is a man-made objectsgnition problem which is not
only used for the detection but also for the retroiction of buildings in image
processing. Region growing and region merging ie oray to extract objects, but
sometimes this will give artificial results and setimes it will give uncertain information,
for example if the ground is covered by shadoegian growing algorithm will stop and
shadow part will not be assigned to ground. Othethads for building extraction such as
image classification to classify image into difierehematic classes; edge detection
algorithm can detect building boundaries accordingexture variation; model-based
approach focuses on integration of existing knogteds rules to extract buildings. In
recent years, to achieve different purposes, mgldixtraction research was no longer
limited to 2 dimensional cases but shifted and $eduon 3 dimensional building
extraction studies; and related data used for imgjlaéxtraction extended from aerial
photos to high resolution images, digital surfacael, SAR and Laser scanning data.

2.4  Accuracy assessment

Since classification process has been implemeitteéeds to determine the accuracy in
final classification result by comparing it withogmd truth data. The classification
accuracy is not only influenced by the classifimatapproach but also depends on the
accuracy assessment method; therefore it is immutatiat data users and researchers have
knowledge about the evaluation techniques [25]diTi@al approach commonly used for
classification accuracy assessment is the errorbmatich can calculate producer’s
accuracy, user’s accuracy, overall accuracy andp&amefficient based on randomly
selected samples (pixels) [25, 26]. Therefore ththod usually indicates the quality of
classification related with positions of classescdrding to the experience of Zhan [26]
in the case of single class, for instance build®gyaction, randomly generated samples
would overestimate the classification result.

Another approach for accuracy assessment, espedail evaluation of building
extraction accuracy, is the pixel-based comparidmtween ground truth and
classification of building result and was mentioney [27-30]. Common method is
converting reference polygon layer into raster layed then overlaying with classification
raster layer to get the difference between the We. idea of this method is based on four
factors:

12
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Branching factor:F—P
TP

(2-5)

Miss factor:m (2-6)
TP
: TP
Detection percentage: 180——— (2-7)
TP+ FN
Quality percentage: 1 ™ (2-8)
10— -
TP+ FP+FN

Where,

TP (True positive), both reference data and exathaesult are buildings;

TN (True negative), both reference data and exddatsult are background,;

FP (False positive), extracted result is building teference data is not building;
FN (False negative), reference data is buildingestitacted result is not building.

However, this method is very sensitive to diffeeraf pixels between truth data and
extraction result. For example, in most of reseaschround truth was obtained from
manual digitized polygon and converted into radikr. Therefore, the error from
digitizing process and dataset conversion may emite the accuracy. Furthermore, if the
building was extracted correctly but may be notahes every pixel from the reference
data then there would also be an error.

Extraction process is based on objects, so accassgssment should also be based on
matching of objects. Object-based accuracy assessmethod was presented by Zhan
[26]. The idea is overlaying two datasets and agsginthat if the common area of
overlaid two objects covers at least 50% area gablfrom reference data then they are
the same object. This approach avoids the probfeons pixel-based method.

2.5 Related work

Automated building extraction techniques can belistliaccording to the different data
sources. Commercial high resolution multispectea¢lite imageries are more and more
popular in this field such as Quickbird and IKONQ®yial photographs are also valuable
because of its very high spatial resolution; ottlata source such as Airborne Laser
Scanning (ALS) data has been widely used in extnacif 3D buildings for city models.
Building extraction is becoming a more and mordlehge task from various data and it
helps people for understanding and analyzing grabjdcts from different data. There

13
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are some researches about developing and applsingug remote sensing techniques for
building extraction.

Many automatic building extraction techniques waresented in recent years. The paper
from Mayer [23] reviewed lots of researches espigdiacused on building extraction. It
presented strategies and approaches which wereteskléor building extraction in
previous works, and the criteria for assessmetihede approaches. Classification based
approaches for building extraction were presente8dmn [29], Mason [31] and Lee [32].
In San and Mason, multispectral image was claskifite separate building class from
other classes; digital terrain model (DTM) was ugadrefining building class through
the height differences. Class-base method fromwitgeh a first supervised classification
was used for obtaining approximate locations arapeh of buildings then unsupervised
classification (ISODATA) was applied for extractioof low contrast buildings.
Hurskainen [33] applied object-based classificatoondifferent dates images to detect
informal settlements and changing.

Extraction of buildings from images is a complichprocess because some building roofs
do not have regular shapes and forms, and the iadatef roofs are also different. Some
literatures presented method that applying texamadysis for building extraction [19, 20,
34]. Integration of texture information extractedrh images is used as ancillary data and
classification result to improve building extractioesult. Using shadows as contextual
information for assisting building detection wasgented by Wei [35]. The methods
were based on mathematical morphological technjggesh as Jin [27] and Shackelford
[36]. Differential morphological profile (DMP) waspplied by changing various size and
shape of structure element to detecting buildings$ their shadows. Especially in Jin’s
work, morphological approach was used for providimglding shapes as structural
information and shadows as contextual informattben integrating these two ancillary
information and spectral characteristics to extragildings. Lari [37] developed an
Artificial Neural Network (ANN) system in their rearch for automatic building
extraction based on structural and spectral inftiondrom high resolution images.

Building footprint information is needed for mangpdications such as updating cadastral
databases, management of urban areas, damagenamsieafier disaster and creation of
3D models. Some building detection approaches wWeweloped for post-disaster cases
such as earthquake. Uncollapsed buildings wera&betl from post-disaster imagery by
using edge detection based on shadow informatiban textracted buildings were
compared with pre-disaster building polygons toaobicollapsed buildings result [38].
Bitelli [39] compared pixel-based and object-baselhssification for extraction
earthquake damage information then applying chadgection method to obtain
damaged areas and buildings.

2.6 Summary

This chapter reviewed the knowledge about differiemhge segmentation techniques
which are thresholding method, edge-based segnmantatd region-based segmentation;
various classifiers which are traditional pixel-edsclassifier, object-based classifier,

14
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fuzzy classifier, decision tree and some ancillanjormation for assisting the
classification. Then it reviewed the knowledge djeat extraction and accuracy

assessment approaches; some previous studies sveegved and focused on building
extraction.
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3 Study area and data description

3.1 Study area

The study area of this research is Banda Aceh (€igul(a)). It is the capital city of
Nanggroe Aceh Darussalam (NAD) Province and locateubrthern part of Sumatra. The
approximate geographic location of Banda Aceh &M and 95°19’E and the elevation
of Banda Aceh is 21 meters.
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Figure 3.1 (a) Map of Indonesia shows the location of Banda Aceh; (b) KOMPSAT-2 multispectral
bands show the scene of Banda Aceh
(Source: http://www.mapsofworld.com/indonesia/indonesia-political-map.html)

On December 26, 2004, a giant tsunami was triggeyeah Indian Ocean earthquake and
Banda Aceh was the closest city to the epicenttethe worst hit area. After the 2004
tsunami, there were several other earthquakessratka, the population of Banda Aceh
reduced from original 264628 persons to nearly 883%ersons [40]; most of buildings,
road networks and infrastructures were destroyeihglthe tsunami. A quick assessment
of the settlement area damages was made by LAPAN Rpproximately, 74% of
settlement area had been destroyed. Thousandsidéméial buildings and other kinds of
buildings had various degrees of damages. Soonth#tedisaster, some new houses were
built up in this area by international donors.

3.2 Data description

KOMPSAT-2 Satellite Imagery

KOMPSAT-2 (Korean Multi-Purpose Satellite) was lahaed by Korean Aerospace
Research Institute (KARI) in July 2006. KOMPSAT#gdgeries were provided by KARI
under agreement from INTOSAI (International Orgatian of Supreme Audit
Institutions) Tsunami Task Force, distributed bywSIentre, BRR NAD-Nias. The
imagery used in this study was “200704_NPO043_BaAdeah”, the original image
contains four multispectral bands and one panchtiorband.

The characteristics of KOMPSAT-2 imagery are shawiiable 3.1. There were several
imageries from different angles of view which caa¢Banda Aceh, and one of them was
named as “200704 NP043 Banda Aceh” that had nodslai influence. The scene

information of this imagery was shown in Table 3.2.

Table 3.1 Characteristics of KOMPSAT-2 imagery
(Source: SPOT IMAGE)

Panchromatic: 1m;

Spatial resolution i
Multispectral: 4m;

Dynamic range 16 bits;

Multispectral bands:

Band1l (Blue): 0.45 ~ 0.52 pum;
Band wavelength Band2 (Green): 0.52 ~ 0.6 um;
Band3 (Red): 0.63 ~ 0.69 um;
Band4 (NIR): 0.76 ~ 0.9 um;

Panchromatic band: 0.50 ~ 0.9 pum;
Orbit height 685 KM,;
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Orbit type

Sun Synchronous;

Footprint

15 KM x 15 KM;

Table 3.2 Scene information of “200704_NP043_Banda Aceh”

(Source: BRR-SM Centre)

Acquisition Mult
Image Set Date Time Time spectral Pan-chromatic
yyyy-mm-dd uT wIB
200704_NP043_Banda Aceh 2007-05-25 | 04:34:42 | 11:34:42 ] %}
Geographic Projected Image
Latitude Longitude Longitude Latitude Multi-Spectral Pan

Vertex | Northing (dd') | Easting (dd) Easting (m) Northing (m) X2 Y3 X Y

Top

Left* 5.57497868 95.16139546 | 739435.232620 | 616661.034313 1 1 1 1
I:i-(g):t 5.60806394 95.32796834 | 757883.033178 | 620391.585761 3750 1 15000 1
Lower

Left 5.42893723 95.19158988 | 742840.990896 | 600518.254018 1 3750 1 15000
Lower

Right 5.46204132 95.35811909 | 761289.032622 | 604250.037063 3750 3750 15000 15000

Orthophotos

Orthophotos (total number is 44) covering the whanlea of Banda Aceh are available
from Bakosurtanal (Indonesian Cartographic Ingifwia SIM-Centre. These orthophotos
were generated from aerial photographs of 2005reawt been georeferenced in UTM

projection coordinate system zone 46(N), WGS 84irdawith spatial resolution 30cm.
These orthophotos were used for georeferencing Kigges.

! Decimal Degrees, World Geodetic System 1984 (W&S 8

% Image X is Column or Sample

®Image Y is Row or Line

“In ENVI top left is image location 1,1, (x,y)
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Vector datasets

Vector data layers which were already georeferertoetd TM zone 46(N), WGS 84
datum and digitized from orthophotos mentioned &bolWhese vector layers contain
information about the polygons of survived buildinffom tsunami, the polygons of
rebuilt buildings in pre-reconstruction, the roaiygons of Banda Aceh.
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4  Methodology

The general workflow for this research is shownFigure 4.1. Firstly, imagery was
registered to the same projection system by usirage to image registration. Secondly,
building footprint extraction based on object-basedge classification was performed.
There were two main sub-steps which are segmentatid object-oriented classification
with decision rules in this part. And then differeapproaches of accuracy assessment
were used in the research for evaluating the acgwhbuilding extraction. Last but not
the least, new buildings were separated from olldlimgs.

Image to image registration

A

Building footprint extraction

A

Accuracy assessment

A

Detection of new buildings

Figure 4.1 General frame of the research

4.1 Image to image registration

There are several approaches for image registragioch as map based registration and
image to image registration [42]. In this researtite latter method was used. The
principle of image to image registration is settang already georeferenced image with
higher resolution as master data to register theimege which is so the called slave. To
compare with map based registration, the advantgeis image to image registration
method is that it is a one step process by sefpthe reference points on the master
image and finding the corresponding points in tagesimage.
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In this research, firstly orthophotos of 2005 ohBa Aceh were used as master image to
register the panchromatic band (as slave) of KOMPAmagery. Then this registered
panchromatic band was used as master to registitispectral bands of KOMPSAT-2
imagery. The main workflow of image to image regitsbn is shown in Figure 4.2.

2005 KOMPSAT-2
Georeferenced Panchromatic
Orthophotos imagery

Image to image
registration

A

A

Georeferenced KOMPSAT-2
KOMPSAT-2 Multispectral
panchromatic imagery

imagery

Image to image P
registration

A

Georeferenced
KOMPSAT-2
multispectral

imagery

Figure 4.2 Image to image registration process

4.2  Building footprint extraction

Man-made objects extraction from high resolutiotelige imageries based on different
techniques were studied frequently in recent ydangposed method in this research was
building footprint extraction based on object-otesh classification with decision rules,
then integrating with GIS tools to verify existinguildings. Object-based building
footprint extraction is mainly divided into segmatndn and object-based classification
steps. The applied workflow for the building extran process is shown in Figure 4.3.
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Input data: KOMPSAT-2
Imagery

A

Segmentation process

A

Creation of classes and class hierarchy

- : R

Decision of rules for different classes |«

A

Object-oriented classification process

v v

Classification without | Classification with

class related feature class related feature

]

A

Classification based segmentation

A

Building footprint extraction

A

Output: Export result

Figure 4.3 Applied workflow of building footprint extraction

4.2.1 Segmentation

In object-oriented image analysis, segmentatiotiésfirst and an important step that is
carried out before performing object-oriented dfassgion. The principle of

segmentation is to split the whole image into défe objects according to their spectral
characteristics and size, and each object hasvitsppoperties [43]. There are mainly two
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types of segmentation: one method is bottom-upthedther is top-down segmentation.
The bottom-up method can be seen as data compregsithis method the segments are
generated based on statistical methods and pananfeteprocessing the whole image.
The top-down method is a kind of “knowledge drivaethod” [44] and implemented by

generating a model of target objects. Bottom-uprsedation method was applied in this
research, which is the most common method and edrabdled relatively easy.

The segmentation was starting at the level of pixelxels having similar spectral values
were grouped into the same object. On each lekelpbjects are based on sub-objects
from the previous level and merged into super-dbjem the next level. Finally, a
hierarchical network of image objects should beat@@ after the segmentation (Figure
4.4). This process was repeated several timest tsugable segmentation parameters. The
result of segmentation depends on the segmentakgamithms and parameters, and also
depends on the homogeneity of spectral reflecténooe ground objects [44]. A thematic
layer can be used as an additional source. Itite ggeful ancillary data for segmentation.

7NN

Q00000000 eD @) Q0O O ©00

Figure 4.4 Hierarchical networks of image objects [44]

4.2.2 Object-oriented classification

Object-oriented classification was performed aftsggmentation. It is not like

conventional pixel-based classification, but it hased on objects which have been
obtained from segmentation. Objects such as bgjldoofs, roads and bare land have
similar spectral values, which makes it difficutt separate them using only spectral
information. In addition, even the same objects,eicample building roofs, can be made
of different materials and may be separated infter@int classes. Therefore, spectral,
spatial, textural, contextual and semantic inforaraican be used in the classification.
Conventional multispectral classification is maitigsed on spectral values but most of
the time this is not enough to get a satisfactagult. Combination of spectral

characteristics with other information is a wayrtgprove classification accuracy. Texture
is an important factor used in image classificatol analysis; it can be measured from
one pixel and its neighbourhood pixels values [458]this case, brightness value and
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variance of grey value can be used. Contextualsamidantic information, for instance,
spatial relationship between two objects, can lpdiegh during the classification.

Object-based classification was done in eCogn#iaftware. The strategy of object-based
classification was a kind of decision tree appro&ar each branch in this decision tree,
there were two classes defined according to theptamentary conditions. It means that
the objects would be assigned to class | if thesewmder condition “A”, otherwise they
would belong to class Il as is shown in Figure f13he study, classes were mainly based
on the colour of building roofs which can be obserfrom multispectral bands with true
colours.

Image of objects

/A Not A
c1 c2
B” NotB c/ Not C
K ¢ K “a
c3 c4 c5 c6
D" NotD A.B,C,D-: Conditions
C1, C2, --- C8: Classes
c7 cs

Figure 4.5 Decision tree based image classification

4.3 Classification accuracy assessment

4.3.1 Traditional approaches

Accuracy assessment is performed after classificatnd consists of comparing

classification result with ground truth (referendata) to assess how accurate the
classification is. Traditional accuracy assessnmeethod for classification is based on

generating random points and error matrix, theeutating user's accuracy, producer’s

accuracy, overall accuracy and K-statistics [25, Rbst of studies have been using this
method for evaluation of classification accuracy.
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4.3.2 Object-based approaches

In this research, object-based approaches for acgassessment were applied. The first
one was overlaying the extracted building footpwrith the reference data of building
footprint based on their geometric centres, amehi called “GC” method in this study; to
take the shape and size conditions into accouatséicond method was based on using a
“bounding box” to both reference data and resulbveed by calculation of the shape and
size ratio, and it was called “BB” method; then thed one is the combination of “GC”
and “BB".

The first approach was the geometric centres fratraeted objects (polygons) overlaid
with reference objects (polygons), and applyingaterconditions to judge whether they
may be the same or not. Those conditions were,o(@ylaying extracted building
footprint with reference data, if the geometric tcerof extracted building footprint is
located into the reference data then this extrafetprint should be a house in real; (b)
intersection of reference data with those alreadggd as real houses (from previous step)
then the intersected reference data should bededa@s detected buildings.

The second method was using a “BB” on both thereefee data and the extracted result
to consider the shape and the size of buildingacturacy assessment. The process of
applying “BB” method is shown in Figure 4.6. “BBS bne way to simplify the polygons.
It transforms the original polygon to a boundingtamgle according to its horizontal and
vertical maximum range. After a “BB” was applietigetpolygons became more regular
shape than before; in addition, the ratio of lergytkd width of each “BB” was calculated
(S1 and S2), the area of each “BB” was also caledléA1l and A2). The shape condition
was based on the ratio of S2 and S1, and the sizditon was based on the ratio of A2
and Al. After the shape and size conditions wetaioned, some extracted objects were
limited by either size or shape and not considaetuildings. One way to complement
one condition to another is the combination of ghapd size. To combine these two
conditions, the average value of the shape anccsizéitions was calculated.

The third method was the combination of “GC” metteodi “BB” method. The detailed
procedure is shown in Figure 4.7. After applyindg3™Bo the reference data, it was found
that for some houses the area or the shape wengeath@onsiderably but some were not.
This was caused by the different orientation oftibases. Therefore, the combination of
those two methods was considered. The refereneevdd separated into two parts. One
part was applied “BB” on the reference data of \whibe shape or the area were not
changed considerably from original reference d#ia; other part was the rest of the
reference data of which the area or the shape weamged. The latter part of the
reference data was kept in the original format asetl for applying “GC” method.
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Input data:
Extracted
polygons

Input data:
Digitized
reference data

Bounding . .
reference data Identify objects

A

Obtain common
area of both data

l
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identified objects

Y , +—‘—¢

Calculate length
and width, and

Calculate length

and width, and Calculate area-

Calculate area-

length / width - (S1) A length / width - (S2) A2)
\ T ]
A,
Shape condition: Size condition:
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(Shape + Size) /2

A
A

Figure 4.6 The procedure of applying “BB” for evaluation
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Figure 4.7 The procedure of the combination of “GC” and “BB”
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4.4  Detection of new buildings

One of the objectives of this research is to deteetnew buildings, and it is a kind of
change detection problem. Change detection techsiduave been used commonly in
damage assessment after disaster [39], for examplarthquake case, the comparison of
building data between pre- and post earthquake assess the damage of buildings. This
technique has also been used for updating of deeabf@6, 47], for example in urban
management, comparing multi-datasets of the saee faom different time to analysis
the urbanization.

In the past, most of change detection studies Wased on comparing two or more raster
datasets of different time (years). In this study building footprints were extracted and
evaluated based on objects, therefore the deteatinaw buildings was also based on the
comparison of objects. From the 2005 orthophotosam be observed that there existed
some buildings before reconstruction projects ethrthe building footprints which were
extracted from satellite imagery showed all thddings on the ground no matter whether
they came from projects or not. Therefore, extiacesult needs to be compared with the
old building polygons so that the new buildings atdi ones can be separated from each
other. The main procedure of separating old buggliftom the new buildings is shown in
Figure 4.8.

Input data:
Digitized building
polygons from
orthophotos

Input data:
Extracted building
polygons

A

Identify objects

A

Obtain common
area (A1) of both
data

A

Calculate (A1) /
area of extracted
polygons

A
If the ratio is bigger than threshold,
then this extracted polygon is an old
building; otherwise it is a new
building

Figure 4.8 The process of detection of new buildings
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4.5 Application of eCognition

More and more studies interpret and analyze remsetsing imageries from an object
point of view instead of pixels; not only consicheriabout spectral values but also spatial
relationships between objects. eCognition is anaaded and powerful software for
object-oriented classification. It is developed Dgfiniens Imaging. The three main
procedures are performed through segmentation,cibjeented classification and
exporting the result.

4.5.1 Image segmentation

There are several segmentation functions for varimage characteristics and purposes.
The most common segmentation functions in eCognitiare multi-resolution
segmentation and spectral-difference segmentaduiti-resolution segmentation is a
bottom up technique and starts with one pixel. He subsequence processes, small
objects are merged into bigger ones [5]. The imagects generation is determined by
several factors [44]:

Image layer weights. this parameter can assess image bands (layer€redily
depending on their importance or suitability foe ttegmentation result. The higher the
weight which is assigned to one band (layer), tlmeemnformation of this band will be
used during the segmentation.

Scale parameter: this parameter determines the maximum allowedrbgémeity of
image objects and influences the size of imagectdje

Shape and colour: these are two complementary parameters whicheinfla the way of
grouping pixels. The more the shape criteria aretse less the colour similarity
influences objects generation.

Smoothness and compactness. as long as the shape parameter is larger thdre Qser
can decide whether the objects should be more $nwwahore compact.

However, it is a big challenge to select the slitgarameters to obtain the optimal result.
There is no specific standard for setting segmemigbarameters. It depends on the
objects of interest. Sometimes the shape factgiven more weight for extracting urban
man-made features, and colour is better for veigetarea and water bodies.

4.5.2 Object-oriented classification

Object-oriented classification in eCognition is mgi based on fuzzy logic. Two
classification methods are available: nearest ieigh classifier and classification
hierarchy. The former is based on selecting objastdraining samples and minimum
distance measurement; and the latter is based smgniley a classification strategy
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according to the knowledge about characteristicBnaige objects. Classification based
segmentation is a useful tool for refining classifion result through merging objects
within the same class or between different classe®xample of this merging function is
shown below (Figure 4.9), and the whole examplectvhincludes data and processing
strategy is from eCogntion example and given byirierfis [48].

Explanation of the example:

From Figure 4.9, it can be seen that (a) shows the objects of sub-level are in different
classes. The reddish objects belong to one building roof but classified into two classes;
and even in one class there are several objects. (b) shows the objects of super- level. The
red part is still the same building in sub-level but as an entire object. Not only the objects
that belong to the same class are merged to become one, but also two classes are merged
to an entire building object.

(b)

Figure 4.9 Merging example from eCognition software [48]

Features used for classification are calculate@das image objects but not on pixels.
Besides common features contain such as speclissyaothers like texture properties,
class-related features and object-related featteajres based on shape and size are also
available. These commonly used object featurestayern below:

(1) Layer mean ValL@T_ , which is calculated from the average of layeuedl, of total
number of pixels N contained in an image object;

P 1N
CL :NZCX (4_1)

x=1

(2) Brightness B of layers (L), which is the sunnugan value of all layers divided by the
total weight of layers (W);
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L
B==>WC (4-2)
(3) Ratio of layer L R ), which is the ratio between layer mean value langhtness;

R =

C. _
= (4-3)

The target objects are houses therefore shaperdsatvere used based on different
aspects in this study. These aspects were (i)adreae object which is the sum of pixels
number in object; and (ii) ratio between length andth of one object.

The texture attribute which commonly used in eCtgniis called “texture after
Haralick”. It is based on grey level co-occurrenoatrix (GLCM). Each matrix is
normalized according to the formula:

F’( i) (4-4)

where i, j are the row number and column numbematrix respectively, n is the
dimension of matrix, P(i,j) is the value in the Icélj)) of the matrix and M(i,j) is
normalized value in the cell (i,j). Based on th@exence had been tried in this study and
some previous studies, texture features such a®demeity, contrast and dissimilarity
maybe considered more than others [19, 22, 49].

(1) Homogeneity, which measures the distance ohetes in the GLCM to the diagonal
of the matrix.

M,
Homogeneity Z

i,j= 01+ (I - J) (4-5)

(2) Contrast, which is the opposite of homogenéityd it is a measure of the amount of
local variation in the image.

N-1
Contrast =) M, (i - j)’ (4-6)

i,j=0

(3) Dissimilarity, which is similar to contrast buicreases linearly and it would be high if
the local region in the image has high contrast.

Dissimilarity = fM L=l (4-7)

i,j=0
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A class-related feature is a kind of contextuatdeaattribute. It contains relations to the
neighbour objects, to the sub-objects and to theersabjects. The “relations to the

neighbour objects” refers to the relationship bemvassignment of image objects and
existing class on the same level of image objeesatchy; “relations to the sub-objects”

refers to the relationship between assignment @afgamobjects and lower level image
objects in objects hierarchy.

4.6 Software

Three kinds of software were mainly used in thigdgt They are eCognition, Erdas and
ArcGIS. ECognition was used for segmentation ane@atoriented classification; Erdas
was used for image registration and generatingamngdoints in accuracy assessment;
then ArcGIS was used for object-based accuracyssssnt and detection of new
buildings.

4.7 Summary

This chapter described the methods that were appliéhis study. They consist of image
to image registration which was followed by builglifootprints extraction and accuracy
assessment, then at the end the new buildings separated from old ones. The building
footprints extraction was done by segmentation abpbct-based classification which
based on spectral properties, texture and contekif@mation. Accuracy assessment
was based on traditional method and object-basdtadenew buildings were detected
by comparing extracted result with orthophotos 002 The whole extraction process
was done in eCognition software because it is Blatior this approach.
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5 Results

This chapter shows the results which the ordeoliswing Figure 4.1. Then the results
are discussed in chapter 6.

5.1 Image to image registration

Kompsat-2 imagery “200704_NP043 Banda Aceh” wassteged by using image to
image registration method. Georeferenced orthoghofo2005 covering the whole of
Banda Aceh were available from Bakosurtanal via -8l&éhtre and BRR, and registered
in UTM zone 46(N) / WGS84. Therefore, | first usbese orthophotos as master image
to register the panchromatic band (as slave imag®).Root Mean Square Error (RMSE)
of registration panchromatic band was 0.0378 m jif©R397 m in Y, and 0.0548 m for
the total error. After registration of panchromaiand, then | used this georeferenced
panchromatic image as the master image to registéiispectral bands (as slave image)
resulting in an RMSE equal to 0.0437 m in X, 0.052% Y, and 0.0687 m for the total
error. Finally, both the panchromatic image andtispictral images were registered to
the UTM Zone 46(N) / WGS 84. This resulted intgoatgal resolution 1m and 4m for the
panchromatic image and multispectral image, respdygt

5.2 Building footprint extraction

5.2.1 Test area description

The georeferenced KOMPSAT-2 image of Banda Acein@svn as a true colour image in
Figure 5.1. A test area of a size of 1048m x 862as wreated as subset from the whole
image (the red rectangle box) and is shown as fextichromatic and multispectral image
in Figure 5.2. This test area contains vegetatiea,avater bodies, roads, bare ground and
buildings. Buildings which have different colounsch as red, blue and bright can all be
observed from multi-spectral layers (Figure 5.3.(b)
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Figure 5.1 The Banda Aceh scene from KOMPSAT-2 imagery.
The red square is the test area for this study

@) : et Sl .0 0) .
Figure 5.2 (a) The panchromatic band of the test area (spatial resolution: 1m, RMSE: 0.0548m);
(b) the multispectral bands (true colour) of the test area (spatial resolution: 4m, RMSE: 0.0687m).

5.2.2 Segmentation

Segmentation is the first step before an objecedatassification is performed. Applying
segmentation we split the image into segments dowpto homogeneity of pixels. In this
study, segmentation was based on bottom-up methodhwstarts with one pixel and
merges small objects into larger ones. KOMPSAT-agary was segmented in two levels
by setting different scale parameters and layeghisi To refine the segmentation and
improve following object-based classification, roeelctor layer has been used during
segmentation process as thematic layer.
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Segmentation strategies are shown in Table 5.1. tAadprocess was repeated several
times by using different parameters leading todpgmal result in the end. In the first
level, green, near infrared and panchromatic bawdse used for multi-resolution
segmentation; the reason is that study area igllagpvered by vegetation and small
houses, therefore it was given more weights on eslaptor and the scale parameter
cannot be set too large; road vector layer was tsegive objects with road attribute.
Then in the second level, segmentation based octrapéifferences was performed by
giving weight 1 to multi-spectral bands and weighto panchromatic band; vegetation
area and water bodies were grouped into largerctshjeespectively. Building roofs have
different colours which can be observed from msjitectral bands such as red and blue;
therefore, blue and red bands were used for segti@mtin this level; road vector layer
was still used.

Table 5.1 Segmentation parameters were used for each level

Segmentation . Scale Colour/ Compactness /
Level Bands Weight
Mode Parameter Shape Smoothness
Green=1;
Blue = 0;
Multiresolution Red = 0;
1 ) 7 0.6/0.4 0.5/0.5
segmentation NIR = 1;
Pan = 2;
Thematic: road
Green = 1;
Blue = 1;
Spectral difference | Red = 1;
2 P ! 12 07/03 05/05
segmentation NIR = 1;
Pan = 2;
Thematic: road

5.2.3 Object-based Classification

Object-based classification on different levels vpasformed after segmentation; level
one was used for providing information of sub-ot§eand level two was used for mainly
for classification procedures.

In level one, objects with the thematic attributedad” were assigned to road class;
shadows were classified by using their low spectféctance in panchromatic layer and
high texture dissimilarity. Some very bright roefere also separated from other objects
in this level depending on their high reflectantiee result of classification of level one is

shown in Figure 5.4.

In level two, a rule-based classification decisi@®e was set to classify different features.
The detailed strategy for assigning classes is shaw Figure 5.3. In this level,
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normalized difference vegetation index (NDVI) wadcalated by using NDVI algorithm
to separate vegetation area and water bodies easily

INIR—Red
NIR + Red

ND¥

During classification, at first only the spectralwves were considered. This was not
sufficient to get a good result. In the test aremynnatural features are mixed with man-
made features and the spatial distribution of thosm-made features is irregular;
therefore other conditions such as texture variarfigganchromatic imagery, contextual
information and semantic relationship between lemeé and two and class related
features were used to assist classification.

Texture dissimilarity was used to separate objéetg. houses) from their neighbour
objects. Class-related feature, for instance, tieia to sub-objects” was used to include
or exclude the objects which were in the lower leVdematic layer was also used for
classification and its attribute was used in theesavay as image layer attributes. Houses
were classified based on the colour of their roefsich can be seen from multispectral
bands, and assigned to classes such as blue, ngtt land dark. To refine the
classification result in level two, object mergifumction was using for merging objects
which belonged to the same class. The classificatisult of level two is shown in Figure
5.5.

Level 2

— vegetation

— water

Red roof

Blue dark roof
— not vegetation Blue roof {
Blue light roof
not red roof
Bright roof
not blue roof #
Dark roof

Figure 5.3 Rule-based classification decision tree in level two
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House

House
House

Vegetation

Water

Figure 5.5 Object-oriented classification in level two. Blue, red and yellow are the type of houses;
green is vegetation area and bright blue is water body

5.2.4 Building footprint extraction

To extract building footprint from the classificati result, level three was created from
classification based segmentation. Two classes wenerated, namely buildings and
background, by applying class-related feature tddimg classes of level two. Then

building classes were extracted as polygon laydrsétwown in Figure 5.6.
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Figure 5.6 Extracted building polygons from object-based classification

5.3 Accuracy assessment

5.3.1 Accuracy based on error matrix

To evaluate classification accuracy, the traditionathod is to create an error matrix by
comparing the classification result with refererdaga. In this case, classification of
building roofs in level three was exported as radeta. Then 500 random points were
generated and given reference attributes eithersdsouwr background by visual

interpretation of the imagery. The error matrix wasated and is shown in Table 5.2 with
63.39% producer’s accuracy and 98.61% user’'s acgurabuilding class and 91.60%

overall accuracy, and the overall K-statistics égjt@0.7232. The discussion of this error
matrix is shown in the section 6.2.

Table 5.2 Error matrix

Reference data
Classification Roof Background Total User's accuracy
Roof 71 1 72 98.61%
Background 41 387 428 90.42%
Total 112 388 500
Producer's Overall accuracy:
accuracy 63.39% 99.74% 91.60% ’
K-statistics 0.7232
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5.3.2 Accuracy based on object-based methods

Building extraction based on object-oriented clasasiion was the main method in this
research; therefore accuracy assessment in thesstemild also be based on objects and
not on pixels. Object-based accuracy assessmerpneasnted by Zhan [26].

Because there is no more accurate or detailed €higisolution) data available for
evaluation, the reference data (ground truth) wakeated by manual digitizing of
KOMPSAT-2 imagery which was already pansharpenefiibipg panchromatic band and
multispectral bands. A part of the test area (Fg&r7(b)) was selected for manual
digitizing and accuracy assessment. Object deimedtty hand requires interpreter with
good visual interpretation skills. The interpretembines colour, size, texture, location,
shape and pattern visible in these images with kedye from the area to detect and
delineate the buildings [50]. Building footprinteere manually digitized to polygons as
reference data; and it was assumed that digitiza¢al llad enough accuracy to be used as
ground truth. Then building footprints from imadassification were exported as vector
layer.

(@

i R CHI ) P

Figure 5.7 Area in red box for object-based accuracy assessment;
(a) is extracted polygons; (b) is manually digitized polygons.

1. Accuracy based on geometric centre (“GC”)

To assess the accuracy of the digital object etxtmacfirst all polygons of extracted

building footprints (Figure 5.7(a)) were overlaidttwreference polygons (Figure 5.7(b)).
To decide whether an extracted building footpriasveorrect, two conditions were used.
The first condition was that if the “GC” of (a) wéscated in (b) then this extracted
polygon was considered a real building on the ghdourhe second condition was that
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intersection of (b) was applied with those “realldings” from the previous step, and
those intersected reference data were recordectasted buildings. The result of this
method is shown in Table 5.3. “Over” means buildfogtprints which were extracted
using object-based classification but not in dmgitl data; “Missed” means building
footprints which were digitized as reference datanot detected by using classification
method.

Table 5.3 Accuracy of using “GC” method and without threshold

(a) (b)

Recorded number of objects 508 447
Over 181 0
Missed 0 49

Total number of objects 689 496

Correctness: Completeness:
73.73% 90.12%
Overall accuracy 80.59%

Notes: (a) represents extracted building footpiiytsising object-based classification;
(b) represents manually digitized buiggfootprints.

Selection of threshold

To remove small objects which may influence acoyrétree different thresholds of the
area were used (Table 5.4); correctness which edéers to user's accuracy and
completeness refers to producer's accuracy; oveaxuracy which was calculated by
using the number of matched objects divided byl tmianber of objects. The relationship
between threshold and accuracy is shown in Figue A high threshold corresponds
with a high correctness but with a low completen@s® overall accuracy increased with
increasing area threshold and reached the highalsie vat threshold 26 ; but it
decreased when the threshold was larger than @l éo@5m°. Therefore, according to
the curves of overall accuracy, correctness andpteteness (Figure 5.8), threshold larger
than or equal to 28 was the optimal value in this case.

Table 5.4 Accuracy based on selection of area threshold

(@ >=15 (@) >=20 (@) >=25
2 (b) 2 (b) 2 (b)
m m m
Recorded
number of 451 433 409 420 373 401
objects
Over 133 0 96 0 86 0
Missed 0 63 0 76 0 95
Total
number of 580 496 505 496 459 496
objects
Correctness] Completeness: Correctngss: ComplseteneSorrectness] Completeness:
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77.59% 87.30% 80.99% | 84.68% 81.26%{ 80.85%

Overall 82.16% 82.82% 81.05%
accuracy

Notes: (a) represents extracted building footpiiytsising object-based classification;
(b) represents manually digitized bunfgfootprints.

Relationship between threshold and accuracy

100%
95%
90%
85%
80%

75%

70% - . . |
0 15 20 25 Threshold

‘—Q—Correctness —&— Completeness ——Overall accuracy

Notes: The unit of threshold ism

Figure 5.8 The relationship between threshold and accuracy

2. Accuracy based on “bounding box” (“BB”)

The whole process of applying “BB” was shown inl¥g4.6. From the flowchart, it can
be seen that before applied “BB” to extracted pohgy it was identified by overlaying
digitized polygons to obtain the “index ID” fromgiized polygons so that the two
datasets were linked together. Then the ratio oftle and width and the area of each
bounding box in two datasets were calculated seggrahe ratio of length and width
ratio of two datasets (S1 and S2) and the ratiare&s of two datasets (Al and A2) were
calculated.

To combine the shape and size conditions, the geeralue of shape ratio and size ratio
was taken. The results of applying “BB” to two dats are shown in Figure 5.9(b) and

Figure 5.10(b). The comparison of differences betw&ounding reference data and

bounding extracted polygons was applied to theameeralue from integration of shape

and size conditions. The threshold of combinatibrsteape and size was based on the
histogram of that average value (Figure 5.11)hia tase, threshold of combination value
between 0.5 and 1.5 was chosen and the accuraayalcagated and shown in Table 5.5.

Table 5.5 Accuracy based on “BB” method
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Extracted result |Reference data
Recorded number of objects 567 409
Over 122 0
Missed 0 87
Total number of objects 689 496
Correctness: Completeness:
82.29% 82.46%
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Figure 5.10 (a) Identified extracted polygons by using reference polygons; (b) Bounding box on
identified polygons
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Combination of shape and size

2

1154
il

32 %E8R

ssFaye

Co.nt

cosauyEEENE

[0; 0.097) [0495; 0202) [0.4885; 0.564) [0.778; 0.576) 11.07;1.168) 1362 14500 11.654; 1.751)
awvarage value of shape anid sive

Notes: The dark grey represents average values@rbrio 1.5; the light grey
represents other values.

Figure 5.11 The histogram of combination of shape and size conditions

3. Accuracy based on the combination of “GC” and “B B”

After applying “BB” to the reference data, it wasuhd that for some houses the area or
the shape was changed considerably but for otihessatas not the case (Figure 5.13).

This was caused by the different orientation oftibases. Therefore, the combination of

“GC” method and “BB” method was applied.

In the “BB” part, reference data were selectedrendondition that the ratio of the area of
original reference data to the area of “BB” datéarger than a threshold between 0.5 and
0.9. The way to determine the threshold value ®whbelow. Then the extracted data
were evaluated by following the same process as fB&hod. Meanwhile, the rest of the
reference data were processed by using “GC” methbén the final result was the
combination of the two results from those two parts

Determination of threshold:

There is a rectangle with a certain angi¢ ¢f rotation to its “BB”, the sides of the
rectangle are “a” and “b” (Figure 5.12). The aréaeatangle is: “A = axb”; according to
the geometric relationship, the area of boundingibp

“A .= (axcos + bxsin) x(axsin + bxcos) = %(a2 + bz)xsinZa + axb;”
Therefore, it can be seen that wherl5°, the area of bounding box reaches the largest;

when a=45"and a=b, the ratio of Ao A; is 0.5; ifa=45"and & b, the ratio of Ato
A is smaller than 0.5. In this case, the threshtddtss from 0.5 up to 0.9; when the
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threshold is equal to 1, the rectangle doesn’t havation. If the ratio of Ato A, of

objects is above the threshold, then those objestsl “BB” method; otherwise, the
objects used “GC” method.

a*cosa

a*sina

b*cosa.

b*sina

Figure 5.12 A rectangle with a rotation angle “a”, the sides are “a” and “b”; and it is surrounded by
its “BB”, the sides of BB are calculated by using geometric principle

Through applying different thresholds from 0.5 t8@ With step 0.1, we obtained different
correctness and completeness values. The tablexmifracy based on the different
thresholds are shown in (Appendix I). Calculatedrail accuracy values based on those
two, relationship between those three values isvehia Figure 5.14. And according to
the curves, it can be seen that the threshold equa¥ is the optimal value.

N

h

Legend

B = =aratio==07

B =rearatio=07
[ bounding basx

— —
o 5 | 200k kers

Figure 5.13 The area and the shape changed after applying “BB” to reference data
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Relationship between threshold and accuracy
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Figure 5.14 The relationship between the thresholds and the accuracy

5.4 Detection of new buildings

Building footprints were extracted using objectdmhsclassification as described in
Section 5.2. These are all buildings that can lhectied from KOMPSAT-2 imagery. We

next compared extracted buildings with old orthdpkdo separate those new buildings
from old ones. The old buildings were digitizednfr@rthophotos of 2005, it contains all
buildings that still existed after the tsunami bafore reconstruction projects started.

The polygons representing the old buildings of wiwle test area, as mapped from
orthophotos, are shown in Figure 5.15(b). Theseyguwis were overlaid with the
extracted objects (building footprints) from the IBSAT-2 data (Figure 5.15(a)), the
area that overlapping polygons had in common wésulkeded and compared with the
area of extracted objects. It was assumed thaeitbmmon area was larger than or equal
to 50% then these extracted buildings were recomtedld buildings and separated,
otherwise these would be new buildings. The firalitt contains new buildings and old
buildings in the test area and is shown in Figui®5
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Figure 5.15 (a) Extracted buildings of the test area from KOMPSAT-2 imagery;
(b) OId building polygons of the test area from orthophotos of 2005.

Distribution of new buildings and old buildings in test area

Legend
[ new bustdings
[7 ] old buildings

Figure 5.16 The distribution of new buildings and old buildings in the test area
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6 Discussion

This study showed how the building footprints werdracted by using object-oriented
classification approach from high resolution s#tellimagery, how the different

approaches were applied for evaluation of the aoyuand how the new buildings were
detected by comparing with old data. This chaptérdiscuss the results and follow the
same order as in chapter 5.

6.1 Building footprint extraction

In this research, an object-based classificatiggr@grh was combined with decision rules
and ancillary information. This combined method vagplied for extraction of building
footprint from high resolution satellite imagery.started with a bottom-up segmentation
which merged the pixels into objects. During segtaigon different parameters were set
for different purposes. For example, the NIR areldreen layers in level one were used
to segment vegetation areas then the blue andethéayers were used to segment the
different colours of roofs; the scale parameter naistoo large because the houses were
small and many of them were individual building®e tolour scale was more than shape
scale because of the different colours of roofslarmge vegetation areas; for the using of
thematic layer, the road vector layer was not chdrgp much by tsunami and used as
thematic data to assist segmentation; however, wiodte cadastral databases such as
residential areas were destroyed by tsunami andamatlable. The object-oriented
classification strategy was based on decision tNBVI was used for separating
vegetation area and residential area first, and thessification of buildings based on the
colour of roofs; some of these building roofs h#tedent spectral characteristics because
of diverse materials, multi-facets and differentocwos. The texture information and the
contextual information were used for separatings¢hconnected objects which were
separated in reality. The merging function was igplpfor merging the objects which
belong to the same class.

Some characteristics of the study area posed dgaideduring the classification and made
it more difficult to extract building footprint. @nsituation is that building roofs are

multi-facets (Figure 6. 2(d)), which means the atiéint parts of the roof of the same
building have different angles and reflectanceyrdfure it appeared that one roof was
separated into multiple objects. During the objeated classification, classification

based segmentation method and object merging weées used to merge parts of roofs to
entire roofs as much as possible. Another situaisothat two or more independent

buildings in reality are very near to each othbe ¢aps between them are quite narrow,
even some of them are connected together (Figu2éa$.and (b)). Therefore, it was hard

to separate these kinds of roofs from classificagwen if the texture properties were

applied.
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6.2 Accuracy assessment

The research used different data and approachevaoate the accuracy of building
footprint extraction result. Thus through thesehuods, different results of accuracy have
been obtained. The reference data used in evatuais based on visual interpretation of
the image. It was assumed that the accuracy akfleesnce data was 100%.

Accuracy based on error matrix

As it was shown in Table 5.2 that 500 random pointse generated for accuracy
assessment. The producer’s accuracy of “roof’ aheess 63.39% and “background” (non-
roofs) was 99.74%. The user’'s accuracy were 98.64%roof” class and 90.42% for
“background” class. This low producer’s accuracy &mgh user’s accuracy situation of
“roof” class also happened in Zhan’s study [26] #nas called “single-class” case. In
Zhan’s study, they selected 1000 random sampled, their producer's accuracy in
“building” class was 78.8% which is higher thanststudy; but their user's accuracy was
74.3% and is lower than this case.

There are some problems by using traditional ematrix to evaluate accuracy in this
case. The first problem is that the test area wasred by vegetation, water bodies and
bare ground more than house area, therefore, nhwahdom points were distributed on
background area and a few of points were on byldoofs (as in Table 5.2). The second
problem is caused by the fact that there were twly classes, namely “roof” and
“background” in the error matrix, and it is not ssiable to assess whole classification
results only based on building and non-buildingssés. Because of those problems, the
assessment of “background” class is mostly ovenedéd and “roof” class maybe
underestimated. However, this accuracy assessmehoch is still making sense.
Producer’s accuracy in “roof” class is not very hignd high accuracy is in user’'s
accuracy. It means that some houses were missesiity classification but most of those
extracted houses were real houses.

Accuracy based on “GC”

The evaluation of extracted building footprint waessed on the “GC” method which got
better result and was making more sense. FirsttreSaccuracy was not so high (Table
5.3), so some small objects were removed to se¢hehthey influenced accuracy or not.
Indeed, according to applying the different thrédbmf area of objects, the accuracy had
increased after removing the small objects. Frogufé 5.8, it can be seen clearly that the
maximum value of overall accuracy was 82.82% wihnenthreshold was 26°. At this
threshold value, the correctness was 80.99% anddhwpleteness was 84.68%, which
means that 84.68% of all reference data (visualpmetation) were detected and extracted,
and 80.99% of those extracted buildings were regddliings.
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Comparing this result with Zhan's study [26], thegted their method in two areas and
both had higher accuracy. The difference betweemththod used in this study and the
method used in their study is the way of deterngniihe threshold. Our method was
overlaying extracted building footprints with redace data by using their “GC” then
applied different threshold on the size of extrddiaildings; their method was overlaying
two datasets and took the common area which wdsast 50% of both two datasets and

at least 10 m.

Comparing the “GC” method with traditional methaatrOr matrix), it can be seen that
the accuracy of building extraction had increased the problem from the traditional
method had been overcome by considering buildisgsbgects. However, it also can be
observed from the processing that there are stites other problems remaining. First,
this method did not consider shape differences éatwextracted objects and reference
data. Second, the relationship between extractgtisband reference data was not one to
one but “one to many” and “many to one”. It meahattone extracted object may
represent two or more buildings in reality, and twanore extracted objects may belong
to one building. This was caused by the complicatedcture of building roofs and also
some buildings were connected or very near to génghbouring buildings.

Accuracy based on “BB”

To consider the shape and size conditions togethanalysis, the extracted building
footprint was simplified by applying “BB” method h& shape condition was based on the
ratio of length and width of each bounding rectan@ome corresponding objects from
extracted result and reference data, which hadadhe length and width ratio but differ
in size, therefore the size (area) condition alseded to be included. After integrating
these two conditions for evaluation by taking threrage value of them, the threshold of
average value was selected between 0.5 and 1lthisicase the correctness was 82.29%
and completeness was 82.46%.

Comparing to the study of Shackelford [36], in thstudy, they used IKONOS

panchromatic imagery, the opening and closing kifféal morphological profiles were

applied for extraction of buildings and shadowsey'defined the minimum length edge
of bounding rectangle was longer than 5m as shapeéitton and the ratio of object’s area
to the approximating polygon was greater than 8.6ize condition to identify buildings;

they identified shadows based on the length of dg@bjects. By combining these two
results, they had 89.1% in correctness and 64.7%ompleteness. The extracted
buildings in our study were more completed thairshéut we had low correctness.

Comparing with the “GC” method, this “BB” methodclaoded the shape and size as a
whole condition to evaluate building extractionulesit had the same problem as in the
“GC” method, concerning the “one to many” and “maoyone” relationship between
reference data and extracted result. Another prnolitethis “BB” method was caused by
using average value to combine the shape and simditons. There exist extreme
situation as shown in Figure 6.1, the average vafushape and size is between 0.5 and
1.5, but the shape value is 2.37 and size valQéik. In this case, the object shouldn’t be
recorded as a building.
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Shape Size Average
condition condition value
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Figure 6.1 Errors in the “BB” method. “Black” is the “BB” of identified extracted objects; “grey” is
the “BB” of reference data. A small square in a big rectangle in the left picture, the error is from its
large shape condition value and small size condition value (right side).

Accuracy based on the combination of “GC” and “BB”

After applying “BB” to reference data, it was foutitht the areas or the shape of some
reference polygons were changed. Therefore, thebic@tion of previous two methods
was applied. By applying various thresholds onrtt® of area of original reference data
to the bounding reference data, and the optimaktiold value was decided by the curve
of overall accuracy. In this case the optimal thodd was 0.7, the correctness was
84.61% and the completeness was 88.51%. This camhbiesult was higher than the
results of both previous methods.

Comparing this combined method with previous twahuods separately, it can be seen
that the overall accuracy at the optimal threshvedds higher than the previous methods
(Table 5.4, Table 5.5 and Figure 5.14). In the “G@&thod, the threshold was based on
eliminating small areas of the extracted objectg] the accuracy was 82.82% at the
optimal threshold. In the “BB” method, the thregshokas selected on the shape of
histogram and the accuracy was very similar to“@GB€” method. In the combination
method, the threshold was applied to the refereiata and based on ratio of the original
area to the “bounding” area. Because of the comfgd situation of the test area, from
this study, the optimal method for evaluating thdlding extraction result is the
combination of “GC” and “BB” method.

6.3 Detection of new buildings

During the period between post-tsunami and prergicoction projects, there were still
houses which survived from the tsunami and some/tto€h were (re-)built by people
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without organizing. These houses can be observesh forthophotos of 2005. The
extracted buildings from KOMPSAT-2 imagery containeoth new buildings and old
buildings. Therefore it is needed to know which e new buildings.

The method for detection of new buildings was tbmparison of the common areas of
extracted buildings with digitized buildings fromtlwophotos of 2005. The common areas
were obtained by overlapping these two datasetsreTare a few difficult situations in
comparing the two. One is that some old buildingsearemoved and new buildings were
built in the same location, and it is hard to telether these two are the same building or
not; another is that some buildings were in “haifivahen the orthophotos were taken
and completed when the satellite imagery was rexbrth this case, we assumed that if
the common area was less than 50% of extractedibgithen it was considered as a new
building.

The difference between this method and othersas ttie new buildings were detected
based on objects but not pixels. Other studies ctexte changes based on post-
classification comparison change detection tecleigtich is the comparison of two

raster data pixel by pixel and obtain the diffeeemetween them. The reason why we
chose object-based method for detection of newdimgis is that the whole study was
based on objects but not pixels.

6.4 Methods analysis

The methods applied in this study were analyzethfstrong and weak points and are
shown in Table 6.1. The classification rules wamatéd by the test area. If it is changed
to another area, the spectral information will demand these specific rules would fail.
The classification result partly depends on the gemaThe spatial resolution of

multispectral bands is coarse, therefore it is haiseparate individual buildings.

To consider the building extraction result fromigas aspects such as the location of
geometric centres, the shape and size of buildidigigrent methods for evaluating the
building extraction result were performed. These¢hoés can be applied to other studies
depending on the different situations and purpdsesexample, if the users focus on the
shape and size of buildings, then the “BB” methanlidd be used; if some buildings have
rotation angles to their “BB”, then the combinatioh“GC” and “BB” would be a good
choice.

There are some problems from field which posedal@mge in this study. Firstly, some
buildings were extended by the owners, some bg&lizxe very near to each other and
even connected together (Figure 6. 2(a) and (bgxetore it is hard to detect the gap
between two buildings in this case from satelliteagery; secondly, building roofs are
multi-facets (Figure 6. 2(d)), the spectral reféexte of the facets is quite different even
from the same roof, so it is hard to merge one toobne object. When it comes to
combine with GIS techniques for further work, thare also some limitations. The main
problem is the lack of available data. The tsundesitroyed everything on the ground and
the cadastral databases of the disaster area sovedastroyed. The new cadastral
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databases are being established and not availableéhgrefore the ground truth is not
enough for this study. For example, the referenatéa dor object-based accuracy

assessment was manual digitized from fused pandtioand multi-spectral images.

Table 6.1 Analyzing methods from strong and weak points

Methods Strong points Weak points
1. The rules were based on decision treg 1. The rules were limited in the specific
. . and had a clearly classes hierarchy; area,;
Object-oriented . y y o -
L 2. Applying texture and contextual 2. Some of the individual buildings
classification . . . e e . .
information to assist the classification; | were classified as object, one building

was split into multiple objects;

Error matrix

1. Traditional method for accuracy
assessment;

1. Can'’t handle “single-class” situatio

1. Consider buildings as objects;
2. Solve “single-class” problem;

1. Can't handle “1 to 1" relationship
between extracted objects and

“GC” method : . )
3. From the location point of view to asses®ference data;
buildings;
1. Consider the shape and size of buildings. The problem exists when there is a
together; certain angle between buildings and
2. Using average value between shape gnitheir “BB”;

“BB” method . . . .
size to complement one condition to the | 2. Can’t handle “1 to 1” relationship
other; between extracted objects and

reference data;
1. Combine “GC” and “BB” methods, 1. Can't handle “1 to 1" relationship

HGCH & “BBH . . . i

method avoid the first problem in “BB” method; | between extracted objects and

reference data;

52



VERIFICATION OF TSUNAMI RECONSTRUCTION PROJECTS BY OBJECT-ORIENTED BUILDING EXTRACTION FROM HIGH
RESOLUTION SATELLITE IMAGERY

Figure 6. 2 (a), (b) and (c) are pictures from field; (d) is from orthophotos of 2005.
(a) Houses are very near to each other; (b) Houses are connected together;

(c) Some new houses are not occupied; (d) Roofs are multi-facets.
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7 Conclusions and recommendations

During the past few years, object-oriented imagalymns has proven that it has great
potential in feature extraction because it combites spatial information and spectral
information of the objects. Moreover, differenthiamues and different data sources have
been applied in the previous studies to extracldimg footprint information which is
needed for many applications. In this study, thglieg method was to develop rules and
extract buildings based on object-oriented classifon; in addition, three different
methods were applied to evaluate the building ektra result. Corresponding to these
objectives, several research questions have bepoged and answered in this study.

7.1 Conclusions

(1) What kind of rules could be the optimal chdiaeclassification in this study?

The structure of classification rules was basedhendecision tree. In each level of the
decision tree there were two complementary conatido classify the previous
classification result into two sub-classes. Thesuwombined spectral values with texture
and contextual information. The applied spectrél@s were emphasized on the colour of
roofs, for example red and blue. The texture infairon such as dissimilarity and contrast
in the panchromatic band were used. Contextuabatés such as “relations to the sub-
objects” and “relations to the neighbour object&revused to assign the objects based on
their relationships between each other.

(2) How successful is the extraction of buildings?

There were four methods to assess the accuracxtdceed buildings. The accuracy
based on error matrix was 98.61% in user’s accuaady63.39% in producer’s accuracy.
Because there are only two classes in the erraixnatcaused a “single-class” situation.

The evaluation approaches based on objects weré h&thod, “BB” method and the
combination of those two. By applying differenteébholds, the optimal accuracy in each
method was achieved. The completeness of “GC” nie{Bd.68%) was higher than in
“BB” method (82.46%), and the correctness of “GGdthod (80.99%) was lower than in
“BB” method (82.29%). After the combination of “G@hd “BB”, the completeness was
88.51% and the correctness was 84.61%, both weyeehithan either of those two
methods.

(3) What kind of method is the optimal choice talerate the building extraction result by
using reference data?
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In this case, it can be seen from the accuracyttieicombination of “GC” and “BB”
method is the optimal choice to evaluate the buogdextraction result. It combined the
location of geometric centres and the shape amdddithe objects together. This method
was not based on only one condition but more coodit

(4) How to detect new buildings from the extractresult?

The new buildings were detected and separated ftmmold ones by using object
overlaying method. If the common area was less ®@¥% of extracted result, these
objects were recorded as new buildings.

(5) Which level of detail of reconstruction projeetn be verified?

This study showed that it is possible and successxtract building footprint from high
resolution satellite imagery (KOMPSAT-2) by using a@bject-based classification
method. The level of details that can be extraidunited by the different kinds of real
situations. First is that some individual buildirage closed to each other, and it is hard to
separate them. The relationship between extradvgetts and reference objects is not
“one to one” but “one to many” and “many to oneéc8nd is that the lack of ancillary
data. If other dataset such as residential pacreddevation data was available, the result
of building extraction would be more accurate.

7.2 Recommendations

Because of the lack of data and time constraih&setare some limitations in the research.
Therefore, some recommendations are given forutibdr study.

From data aspect

(1) The updated cadastre of residential parcelsldime helpful in segmentation process,
and can give better and more accurate and meahingige segments;

(2) The elevation dataset such as digital terramlehand digital surface model with high
resolution should be useful during the classifaratprocess as it can help to separate
buildings sharply from the neighbour objects whach without height;

(3) The higher spatial resolution image should &k to identify individual buildings;

(4) More and more accurate ground truth can help agcuracy assessment;

From method aspect

(1) The mathematic morphology technique can beieghpluring segmentation and gives
more regular shape of the objects;
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(2) This study was limited to a specific area; difer study can be done by generalization
of the classification rules and make it suitabled@eneral area;

(3) This study was limited to separate individuaildings; a further method can be
developed for “one to one” relationship betweenmaeted buildings and reference data;

(4) A further research related with GIS techniquas be explored to link the building
extraction result with ground data and data frofmeptdatabases, e.g. services, and see
whether those buildings are occupied or not.

From application aspect

This work has a direct application to post-disastedit. Buildings in the disaster area
were successfully detected by the method develop#ds study, and could be identified
as new (due to reconstruction projects) and old destroyed) by using a map of existing
buildings. This method only identified presence lbfildings, not their height,
construction materials and occupancy, which are iakportant for auditors. Nevertheless,
this presence information can be used for fieldhpilag and can form part of an integrated
audit, along with other data source such as watgetectric services.
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Appendix |

These tables show the different accuracy by applywarious thresholds in the
combination of the “GC” method and the “BB” method.

Ratio >= 0.5 Extracted result Reference data
Bounding | Geometric| Bounding | Geometric
box centre box centre
(F)Qbejzc():;ged number  of 558 12 393 8
486 10

Total number of objects 689 496

Correctness: Completeness:
82.73% 80.85%
Overall accuracy 81.94%

Ratio >= 0.6 Extracted result Reference data
Bounding | Geometric| Bounding | Geometric
box centre box centre
ssjzzged number - of 521 65 383 44
444 52
Total number of objects 689 496
Correctness: Completeness:
85.05% 86.1%
Overall accuracy 85.48%

Ratio >= 0.7 Extracted result Reference data
Bounding | Geometric| Bounding | Geometric

box centre box centre

ssjzzged number - of 468 115 343 96

396 110
Total number of objects 689 496
Correctness: Completeness:
84.61% 88.51%
Overall accuracy 86.24%




APPENDIX

Ratio >= 0.8 Extracted result Reference data
Bounding | Geometric| Bounding | Geometric

box centre box centre

S;‘;ized number of 379 204 268 166

308 177
Total number of objects 689 496
Correctness: Completeness:
84.61% 87.5%
Overall accuracy 85.82%

Ratio >= 0.9 Extracted result Reference data
Bounding | Geometric| Bounding | Geometric

box centre box centre

S;‘;ized number of 220 326 157 271

178 318
Total number of objects 689 496
Correctness: Completeness:
79.24% 86.3%
Overall accuracy 82.2%
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